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Abstract

The paper considers tests for structural change in time series regression models where both

regressors and residuals may exhibit long range dependence. The limiting distribution of the

test statistic depends on unknown parameters. While the unknown parameters can be

consistently estimated and asymptotic critical values obtained by simulation, the paper

proposes an alternative approach of approximating the distribution of the test statistic by a

bootstrap procedure. The asymptotic validity of bootstrap is shown and the performance of

the testing procedure is examined in a simple Monte Carlo experiment.

r 2004 Elsevier B.V. All rights reserved.

JEL classification: C22

Keywords: Structural change; Long memory; Bootstrap
1. Introduction

Parameter instability and structural change have been a subject of a large body of
statistical and econometric literature. The maintained hypothesis of parameter stability
has been tested both against specified and unspecified forms of alternative hypothesis.
When employed as a model-diagnostic tool, stability tests are constructed against all
possible functions describing the evolution of parameters over time. Such tests are based
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on the behaviour of regression residuals, as in CUSUM tests of Brown et al. (1975) and
Ploberger and Krämer (1990, 1992), or on the behaviour of parameter estimates, as in
the fluctuation tests of Sen (1980) or Ploberger et al. (1989).
Alternatively, parameter stability tests can be designed against a specific

alternative. Example of specific alternatives are one-time change in parameters as
in the papers by Quandt (1960) or Andrews (1993), or parameters following random
walk (Nyblom, 1989). Though constructed to detect specific parameter behaviour,
these tests are usually shown to have power against a broader range of departures
from the null of parameter constancy.
This paper considers tests for stability in slope coefficients in linear regression

model where both regressors and errors are allowed to be long range dependent. The
main contribution of the paper is twofold. First, the limiting distribution of the test
statistics considered in the literature is typically a functional of Brownian motion. It
is shown that this remains true for test statistics based on the slope coefficient
estimator in linear model with stationary long memory series. Secondly, as an
alternative to computing the critical values for the test statistic, a first-order
bootstrap approximation of the distribution of the test statistic is proposed and the
validity of the bootstrap procedure is shown.
The paper is organized as follows. Section 2 describes the model and the

hypotheses of interest and states distributional results for the test statistic. Section 3
proposes a bootstrap approximation of the testing procedure and shows its validity.
Section 4 offers a Monte Carlo study of the small sample performance of the
bootstrap testing procedure. Section 5 concludes. The proofs of the results stated in
the text are gathered in Section 6.
Throughout the paper, B denotes a p-dimensional vector of independent standard

Brownian motions on ½0; 1� or on a set L � ð0; 1Þ; ½�� signifies integer part, z means the
conjugate of a complex number z, k � k denotes the Euclidean norm of a matrix, Ið�Þ is
the indicator function of a set, ‘‘¼)’’ denotes weak convergence in the space DðLÞp

of p-vectors of right-continuous functions with left-hand limits, endowed with the
uniform topology. For any real numbers a, b, a _ b ¼ maxfa; bg and a ^ b ¼

minfa; bg: Starred notation in E�; var�; cov� and similar refers to quantities
conditional on data, taken with respect to the corresponding bootstrap probability
measure. The statement yT � xT is equivalent to the statement yT=xT ! 1 as T !

1: For generic functions f and g, f j ¼ f ðljÞ where lj ¼ 2pj=T ; j ¼ 1; . . . ;T are
Fourier frequencies, and gt ¼ gðt=TÞ for t ¼ 1; . . . ;T : For s-algebrasF; G; F _ G is
their union, that is the smallest s-algebra containing all elements of F and G:
Finally, C and D stand for generic constants.
2. Model and asymptotic results

We are interested in testing for structural change in regression models with
processes that may possess long memory. We consider the model

yt ¼ aþ b0txt þ ut; (1)
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where yt is the observed dependent variable, a is an unknown intercept, bt is a
p-dimensional vector of unknown parameters, xt is a p-dimensional vector of
observations on the explanatory variables and ut is an unobserved stochastic
disturbance. Our hypothesis of interest is whether the parameter vector bt stays
constant,

H0: bt ¼ b for some b; for all t ¼ 1; . . . ;T :

The alternative is that of general parameter instability,

H1: btabs for some 1ot; soT :

Test procedures for the hypothesis of structural stability of general models are
based on test statistics that can be written as

ZT ¼ fðET Þ

where ET is a stochastic process on ½0; 1� or its subset with values in the space of
right-continuous functions with left-hand limits and f is a continuous functional.
The process ET is based on an estimator of parameters of a given model and its form
reflects the choice of the testing principle. For example, if fet; pptpTg is the
sequence of cumulative recursive residuals from the OLS estimates of the model (1)
under the null as in the CUSUM test procedure of Brown et al. (1975), the stochastic
process ET can be defined as ET ¼ fET ðtÞ ¼ e½tT �; p=Tptp1g: Further examples of
processes considered in the literature are Wald-, LM- and LR-like test statistic
processes of Andrews (1993), CUSUM of squares process of Brown et al. (1975),
OLS CUSUM process of Ploberger and Krämer (1992), OLS parameter estimates
process of Ploberger et al. (1989) and Sen (1980) or MOSUM process of Chu et al.
(1994).
The functional f measures the excess fluctuation of the process ET with respect to

its hypothesised fluctuation. Depending on the belief about the form of the
alternative, the functional f can be chosen to obtain good power of the test. A
functional widely used in literature is the supremum functional. The test statistic can
also be based on the Lq-distance like Cramér–von Mises test statistic with q ¼ 2: The
range functional can have power advantage over the supremum functional in
detecting smaller fluctuations of a process which changes its sign, as argued by Kuan
and Hornik (1995). The average exponential functional of Andrews and Ploberger
(1994) is shown to enjoy asymptotic optimality with respect to a weighted average
power criterion.
In this paper, we base the test procedure on the OLS estimators of the coefficient d

in the model

yt ¼ aþ b0xt þ d0zt þ ut (2)

where

zt ¼ ztðtÞ ¼
xt; tp½tT �;

0 otherwise,

�
(3)
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where d is a p-dimensional vector of parameters and where t lies in a subset L of
ð0; 1Þ: In the interest of clarity, the explicit notation of dependence of zt on t is
sometimes dropped in what follows. The choice L ¼ ð0; 1Þ appears natural but for
technical reasons the set L needs to be restricted to have closure in ð0; 1Þ: The
grounds for the restriction are discussed after stating Theorem 2 and its Corollary 1.
In addition to technical reasons, there may be other motives for restricting the set L
away from ð0; 1Þ: It may be suspected that the instability in question occurred in a
specific subperiod of a given period. For example, if data for postwar productivity
growth are examined, the attention might be focused on testing for an abrupt or
gradual change in a period around the 1973 oil price shock.
For any fixed t 2 L; the OLS estimator of the parameters b and d in (2) is given by

b̂ðtÞ

d̂ðtÞ

 !
¼

PT
t¼1 ðxt � xÞx0

t

PT
t¼1 ðxt � xÞz0tPT

t¼1 ðzt � zÞx0
t

PT
t¼1 ðzt � zÞz0t

 !�1 PT
t¼1 ðxt � xÞytPT
t¼1 ðzt � zÞyt

 !
; (4)

where x ¼ T�1
PT

t¼1xt and z ¼ T�1
P½tT �

t¼1xt: Alternatively, model (2) can be
translated into the frequency domain, becoming

wyðljÞ ¼ b0wxðljÞ þ d0wzðljÞ þ wuðljÞ; j ¼ 1; . . . ;T � 1; (5)

where

wdðlÞ ¼
1ffiffiffiffiffiffiffiffiffi
2pT

p
XT

t¼1

dte
itl

is the discrete Fourier transform of a sequence of p-dimensional vectors d1; . . . ; dT

and lj ¼ 2pj=T are the Fourier frequencies. Identifying wxðljÞ and wzðljÞ as
regressors and wuðljÞ as an error term, the OLS estimate of the parameters b and d in
(5) for t 2 L is given by

b̂ðtÞ

d̂ðtÞ

 !
¼

PT�1
j¼1 IxxðljÞ

PT�1
j¼1 IxzðljÞPT�1

j¼1 IzxðljÞ
PT�1

j¼1 IzzðljÞ

 !�1 PT�1
j¼1 IxyðljÞPT�1
j¼1 IzyðljÞ

 !
; (6)

where for any vector processes ut; vt;

IuvðlÞ ¼ wuðlÞw0
vðlÞ

is the cross-periodogram matrix. Leaving out the zero frequency from the frequency
domain regression is equivalent to mean-correcting data before running the
regression in the time domain. The estimators defined in (4) and (6) are therefore
identical. Omission of the zero frequency permits inference on the slope parameters
when the intercept is unknown. It is worth noting that due to the symmetry of the
periodograms, (6) is equal to

Re

P½T=2�
j¼1 IxxðljÞ

P½T=2�
j¼1 IxzðljÞP½T=2�

j¼1 IzxðljÞ
P½T=2�

j¼1 IzzðljÞ

0
@

1
A

0
@

1
A

�1

Re

P½T=2�
j¼1 IxyðljÞP½T=2�
j¼1 IzyðljÞ

0
@

1
A (7)

for T odd while when T is even, (7) differs from (6) only by the order of Opð1=TÞ:
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For each t from a set L � ð0; 1Þ; an estimator d̂ðtÞ of d can be obtained from (6)
and a process d̂ can be defined as d̂ ¼ fd̂ðtÞ; t 2 Lg: For any T and any realization of
processes fxtg and futg the function d̂ is bounded and constant on the subintervals
½ j=T ; ð j þ 1Þ=TÞ \ L; j 2 N ; and the process d̂ is a random element of the space
DðLÞp of p � 1 vectors of right-continuous functions on L with left-hand limits
endowed with uniform metric.
The test statistic based on the process d̂ is then ZT ¼ fð

ffiffiffiffi
T

p
d̂Þ for any continuous

functional f : DðLÞp 7!R: For example, the Kolmogorov–Smirnov (or Bartlett) test
statistic is defined as

KST ¼ sup
t2L

ffiffiffiffi
T

p
kd̂ðtÞk

and the Cramér–von Mises statistic is given by

CvMT ¼

Z
L

Tkd̂ðtÞk2 dt

where k � k is the Euclidean norm. Under the null hypothesis, the additional regressor
zt has no explanatory power and the process d̂ is uniformly close to zero, whereas
under the alternative, d̂ can be expected to differ significantly from zero on a set
L1 � L of Lebesgue measure greater than zero. The norm functionals like KS and
CvM constitute one-tailed tests, rejecting H0 for large values of the test statistic. In
principle, two-tailed tests can be constructed for functionals whose range includes
both positive and negative values.
It can be expected that the test procedure based on model (2) has power mainly

against one-time break alternatives of the form

H1: bt ¼
bþ d; t ¼ 1; . . . ; ½t0T �;

b; t ¼ ½t0T � þ 1; . . . ;T

�
(8)

for some t0 2 L and some constants da0; b; but we show that our test procedure has
power under a broader range of alternatives.
Our analysis proceeds under the following assumptions. It is assumed that fxtg and

futg are covariance stationary linear processes that satisfy Conditions 1–5:

Condition 1.

xt ¼
X1
j¼0

ajxt�j ;
X1
j¼0

jjajk
2o1; a0 ¼ I ;

ut ¼
X1
j¼0

bjet�j ;
X1
j¼0

b2j o1; b0 ¼ 1:

Let Ft and Gt be the s-algebras of events generated by xs; spt; and es; spt;
respectively.
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Condition 2. fxtg is a stochastic process that satisfies
1.
 EðxtjFt�1 _ GtÞ ¼ 0 a.s.,

2.
 Eðxtx

0
tjFt�1 _ GtÞ ¼ Eðxtx

0
tÞ ¼ X a.s., and
3.
 the joint fourth cumulants of xti ji
; ji ¼ 1; . . . ; p and i ¼ 1; . . . ; 4; where xtj denotes the

jth component of the vector xt; satisfy

cumðxt1j1
; xt2j2

; xt3j3
; xt4j4

jGT Þ ¼
kx;j1;j2;j3;j4 a:s: t1 ¼ t2 ¼ t3 ¼ t4;

0 a:s: otherwise;

�

with jkxj ¼ maxji¼1;...;p;i¼1;...;4jkx;j1;j2;j3;j4 jo1:

Condition 3. fetg is a stochastic process that satisfies
1.
 EðetjFt _ Gt�1Þ ¼ 0 a.s.,

2.
 Eðe2t jFt _ Gt�1Þ ¼ Eðe2t Þ ¼ s2e a.s., and
3.
 the joint fourth cumulant of eti
; i ¼ 1; . . . ; 4 satisfies

cumðet1 ; et2 ; et3 ; et4 jFT Þ ¼
k a:s: t1 ¼ t2 ¼ t3 ¼ t4;

0 a:s: otherwise

�

with jkjo1:
Condition 4. The functions

AðlÞ ¼
X1
j¼0

aje
ijl and BðlÞ ¼

X1
j¼0

bje
ijl

satisfy the following assumptions:
1.
 there exist constants 0oCx;k;Cuo1 and dx;k; du 2 ½0; 1
2
Þ; k ¼ 1; 2; . . . ; p; such that

jAkkðlÞj � Cx;kl
�dx;k ; jBðlÞj � Cul

�du as l ! 0þ;

2.
 AðlÞ and BðlÞ are differentiable on ð0; p� and kdAðlÞ= dlk ¼ OðkAðlÞk=lÞ;

jdBðlÞ=dlj ¼ OðjBðlÞj=lÞ uniformly over ð0;p� and
3.
 kAðlÞk40 and jBðlÞj40 for l 2 ð0; p�:

Condition 5.Z p

�p
k f xxðlÞf uuðlÞjjdlo1, Eðxtx

0
tÞ40;

where f xxðlÞ and f uuðlÞ are spectral densities of processes xt and ut; respectively.

The conditions are similar to those used by Robinson (1995a, b, 1998) and
Hidalgo (2003). A further remark is that while the fourth moments are assumed
constant, the third moments are free to vary and so only second order stationarity is
required.
Conditions 1–3 imply homoskedasticity of regressors and errors. This assumption

could presumably be relaxed to allow for a certain degree of heterogeneity.
Conditions 1–3 also imply that xt and us are uncorrelated for all t and s and that
EðxtutxsusÞ ¼ EðxtxsÞEðutusÞ for all t and s and therefore that the spectral density of
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xtut at frequency zero is 2p
R p
�p f xxðlÞf uuðlÞdl if Condition 5 holds. One of the reasons

for imposing the condition EðxtutxsusÞ ¼ EðxtxsÞEðutusÞ is that it allows us to use

4p2

T

XT�1

j¼1

IxxðljÞIuuðljÞ

of Robinson (1998) to consistently estimate 2p
R p
�p f xxðlÞf uuðlÞdl without having to

select a bandwidth. If the condition EðxtutxsusÞ ¼ EðxtxsÞEðutusÞ is not valid, the long
run variance of xtut has an additional component which is a function of the fourth
cumulants and which is not estimated by Ô: When xt and ut are short memory
processes, the results of Taniguchi (1982) and Keenan (1987) can be used to estimate the
additional component of variance, but no estimation methods are available for long
memory time series. Relaxing condition EðxtutxsusÞ ¼ EðxtxsÞEðutusÞ would thus come
at a price of a considerable amount of technical work. Therefore, though assumption of
no correlation between regressors and errors is admittedly somewhat restrictive and
excludes for example some cases of interest studied by cointegration literature, we do not
attempt to relax this assumption.
Condition 4 allows for a possible singularity at the zero frequency but the results

of this paper could be generalized to the case of a singularity at a nonzero frequency
or of more than one singularity. The validity of the bound jdBðlÞ=dlj ¼ OðjBðlÞj=lÞ
implies that jdf uuðlÞ=dlj ¼ Oðf uuðlÞ=lÞ since f uu ¼ s2e=2pjBðlÞj

2: Similar implication
holds for the spectral density matrix f xx: Examples of scalar processes that satisfy
Condition 4 are FARIMA model of Granger and Joyeux (1980) or Hosking (1981),
and fractional Gaussian noise of Mandelbrot and van Ness (1968). These models
satisfy f ðlÞ � Cl�2d as l ! 0þ for some memory parameter d 2 ½0; 1

2
Þ:

Condition 5 has been used by Robinson (1994) and Robinson and Hidalgo (1997).
The condition restricts the collective memory of regressors and errors. For regressors
with long memory parameter dx and errors with long memory parameter du;
Condition 5 imposes restriction dx þ duo 1

2
: This condition ensures that the standard

least-squares estimation procedure of the slope coefficients is
ffiffiffiffi
T

p
-consistent and leads to

a Gaussian limit distribution (Robinson, 1994). As Hidalgo (2003) remarks, the first part
of Condition 5 seems to be very mild and appears to be necessary and minimal for the
central limit theorem for OLS estimates of slope coefficient to hold. In a related
proposition of Giraitis and Surgailis (1990) an analogous condition is required for
convergence of quadratic forms in linear processes. The validity of the CLT carries over
to a functional CLT in the present paper.
The main result of this section can now be stated. Let B be a vector of p

independent standard Brownian motion processes restricted to L where L is a subset
of ½0; 1� with closure in ð0; 1Þ:

Theorem 1. Under Conditions 1–5 and under the null hypothesis,

ffiffiffiffi
T

p b̂ðtÞ � b

d̂ðtÞ

 !
¼)

1

tð1� tÞ
S�1O1=2ðtBð1Þ � tBðtÞÞ

S�1O1=2ðBðtÞ � tBð1ÞÞ

 !

on L; where O ¼ 2p
R p
�p f xxðlÞf uuðlÞdl and S ¼ Eðxtx

0
tÞ:
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Theorem 1 implies in particular that

ffiffiffiffi
T

p
d̂ðtÞ¼)

1

tð1� tÞ
S�1O1=2ðBðtÞ � tBð1ÞÞ;

so that for each fixed t 2 L;

ffiffiffiffi
T

p
d̂ðtÞ!

d
Nð0;V ðtÞÞ (9)

where

V ðtÞ ¼
1

tð1� tÞ
S�1OS�1:

It is interesting to note that when xt or ut are long memory processes, the limiting
distribution remains to be a function of a Brownian motion rather than of a
fractional Brownian motion that often arises in asymptotic results in long memory
environment. A result that is crucial for validity of Theorem 1 is that
T�1=2PT�1

j¼1 IzuðljÞ; which is asymptotically proportional to the partial sum
T�1=2P½tT �

t¼1 xtut; converges weakly to a Brownian motion. To achieve weak
convergence of the partial sum

P½tT �

t¼1xt for strongly dependent process
xt; normalization by T�1=2�d is required and the limiting process is a fractional
Brownian motion. However, the case of the partial sum

P½tT �

t¼1 xtut is different.
Intuitively, while the memory of the processes xt and ut is of a long range,
their product xtut displays short memory behaviour. This phenomenon may
be regarded as analogous to that of Robinson (1998) where the sample
autocovariances of processes xt and ut are stochastically dampening each other in
his estimator of O:
To assess the power of the test procedure, we examine limiting behaviour

of the process ðb̂ðtÞ0; d̂ðtÞ0Þ0 under alternatives. We restrict ourselves to the local
alternatives

bt ¼ bþ
1ffiffiffiffi
T

p h
t

T

 �
for some b; (10)

where h is a p-dimensional vector of bounded variation functions on ½0; 1�: This
class of alternatives comprises many types of structural change that may
be of interest. For instance, a function hðtÞ ¼ dIðt0ptÞ describes the alter-
native of an abrupt break of size d at time t0: A step function h defines
multiple structural breaks. A function h consisting of two constant segments
connected by a smooth curve depicts smooth transition between two steady levels of
a parameter. A general smooth function h captures continual change of the
parameter.
For the limiting distribution under local alternatives the following result is

obtained.
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Theorem 2. Under Conditions 1–5 and under the local alternative hypothesis (10),

ffiffiffiffi
T

p b̂ðtÞ � b

d̂ðtÞ

 !
¼)

1

tð1� tÞ

S�1O1=2ðtBð1Þ � tBðtÞÞ

S�1O1=2ðBðtÞ � tBð1ÞÞ

 !

þ
1

tð1� tÞ

t
R 1
t hðuÞdu

ð
R t
0

hðuÞdu � t
R 1
0

hðuÞduÞ

0
@

1
A

for t 2 L:

By the continuous mapping theorem, an immediate consequence of Theorem 2 is
the following corollary.

Corollary 1. Let f be a continuous functional on DðLÞp: Let ZT ¼ fð
ffiffiffiffi
T

p
d̂ðtÞÞ and

Zh ¼ f
1

tð1� tÞ
S�1O1=2ðBðtÞ � tBð1ÞÞ

�

þ
1

tð1� tÞ

Z t

0

hðuÞdu � t
Z 1

0

hðuÞdu

� ��
:

Under the conditions of Theorem 2,

ZT !
d

Zh:

The corollary shows that a test based on ZT has nontrivial local power against a
broad range of alternatives. The limiting random variable Zh is indexed by functions
h specifying local alternatives. Under the null, when h � 0; the test statistic ZT

converges in distribution to Z0;

f
ffiffiffiffi
T

p
d̂ðtÞ

 �
!
d
f

1

tð1� tÞ
S�1O1=2ðBðtÞ � tBð1ÞÞ

� �
:

The asymptotic test at a significance level a is based on a critical region Ca

constructed from the asymptotic null distribution, PðZ0 2 CaÞ ¼ a: The asymptotic
test rejects the null when ZT 2 Ca:
The form of the limiting distributions in Theorems 1 and 2 explains the reason for

the necessity of bounding the set L away from 0 and 1. The restriction on L
guarantees that the convergence of the estimator d̂; which is the basis of the test
statistic, is uniform. Moreover, it can be shown that for L ¼ ð0; 1Þ many functionals,
including the sup- and Lq-norms, diverge to infinity in probability.
The trimming restriction on L can be avoided by allowing the limiting distribution

of the test statistic to be of a different form than a functional of the Brownian bridge.
The results of Jaeschke (1979) and Eicker (1979) suggest that the supremum of d̂ðtÞ
taken over subsets of ð0; 1Þ increasing towards ð0; 1Þ at an appropriate speed and
normalized by a suitable centring and rescaling sequences should converge to an
extreme value distribution. However, relaxing the restriction on L in such a way
comes at a cost. The rate of convergence of the test statistics to the extreme value
distribution can be expected to be very slow. The asymptotic critical values would
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not be appropriate for tests in samples of moderate size and an elaborate bootstrap
procedure would be required to improve on the performance of the asymptotic test.
We do not pursue this possibility in the current paper.
The variance of the process ðBðtÞ � tBð1ÞÞ=ðtð1� tÞÞ;

var
BðtÞ � tBð1Þ

tð1� tÞ
¼

1

tð1� tÞ
;

varies across L: This means that under the null, the probability that the process
kd̂ðtÞk crosses any vertical line above the real axis is smallest at t ¼ 1

2
: This may lead

us to inquire whether the power of the test based on supremum and other functionals
can be improved by levelling the variance of the estimated process d̂ across L: Given
the restriction of L away from ð0; 1Þ; we may normalize the process d̂ by multiplying
it by ½tð1� tÞ�1=2: By Theorem 1, under the null,

½tð1� tÞ�1=2
ffiffiffiffi
T

p
d̂ðtÞ¼)

1

½tð1� tÞ�1=2
S�1O1=2ðBðtÞ � tBð1ÞÞ

whose variance is equal to S�1OS�1 across L: The rejection probabilities of the test
based on the levelled process d̂ in samples of moderate size is examined in a Monte
Carlo experiment in Section 4.
Our test procedure is based on the behaviour of the OLS estimator of b

coefficients. At the core of the limit behaviour of the test statistics lies the fact that
T�1=2PT�1

j¼1 wzðtÞðljÞwûðljÞ converges weakly to a Brownian motion process. Using
this fact, the asymptotic behaviour of other tests based on the behaviour of OLS
slope coefficient estimators can be obtained. For example, if b̂

t2

t1
is the OLS estimator

of b in the regression yt ¼ aþ b0xt þ ut for t ¼ t1; . . . ; t2; then under the local
alternative (10)

t
ffiffiffiffi
T

p
ðb̂

½tT �

1 � b̂
T

1 Þ¼)S�1O1=2ðBðtÞ � tBð1ÞÞ þ

Z t

0

hðuÞdu � t
Z 1

0

hðuÞdu

� �

in correspondence with the results of Ploberger et al. (1989). If Ŝ and Ô are
consistent estimates of S and O; then the Wald-statistic process based on partial
sample slope estimators has limiting distribution

T b̂
½tT �

1 � b̂
T

½tT �þ1

 �0 S�1OS�1

tð1� tÞ

� ��1

b̂
½tT �

1 � b̂
T

½tT �þ1

 �
¼)JðtÞ0JðtÞ;

where

JðtÞ ¼
1

½tð1� tÞ�1=2
ðBðtÞ � tBð1ÞÞ

þ
1

½tð1� tÞ�1=2
O�1=2S

Z t

0

hðuÞdu � t
Z 1

0

hðuÞdu

� �

as in Andrews (1993).
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On the other hand, the limiting distribution of tests based on behaviour of the
OLS residuals depends crucially on the weak convergence of T�1=2PT

t¼1ût to a
limiting process. Under long memory, the asymptotic properties of this sum can be
expected to be different than under short memory.
3. Bootstrap procedure

The limiting distribution of the process d̂ in (9) depends on unknown parameters O
and S: The process d̂ can be normalized by consistent estimates Ô; Ŝ of these
parameters. Such consistent estimates are for example

Ŝ ¼
1

T

XT

t¼1

xtx
0
t (11)

and

Ô ¼
4p2

T

XT�1

j¼1

IxxðljÞI ûûðljÞ: (12)

Consistency of Ŝ follows from ergodicity of xt in the variance implied by Conditions
1 and 2. The estimator Ô is based on results of Robinson (1998) and its consistency is
asserted in the following theorem.

Theorem 3. Under Conditions 1–5 and under the local alternative,

Ô!
p
O:

The normalized process ~dðtÞ ¼ Ô
�1=2

Ŝd̂ðtÞ has a limiting distribution which is free
of nuisance parameters,ffiffiffiffi

T
p

~dðtÞ¼)
BðtÞ � tBð1Þ

tð1� tÞ
:

In special cases, distributions of functionals of Brownian motion are known
analytically and quantiles of the distributions can be easily computed. Examples are
supremum of a Brownian motion and supremum of a Brownian bridge. In other
instances, critical values have been computed by simulation and tabulated, as in case
of the supremum of a standardized tied-down Bessel process in Andrews (1993).
However, in majority of cases, the critical values of the test statistic need to be
simulated by the researcher.
One alternative to computing asymptotical critical values by simulation is to

employ a bootstrap procedure. The core idea of bootstrap is to replace the unknown
distribution of a random variable by the empirical distribution of a random sample
drawn from that distribution. However, when the data are not independent and
identically distributed, the basic bootstrap of Efron (1979) is not valid. In the time
series context, an early adaptation of the basic bootstrap method rests on the
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assumption that the data are generated by a finite-order stationary ARMA process
with independent identically distributed innovations (Efron and Tibshirani, 1993). In
a direction towards nonparametric methods, Bühlmann (1997, 1998) approximates
the linear infinite-dimensional process by a sieve of finite-dimensional autoregressive
processes whose order is growing with the sample size. Diebold et al. (1998)
propose a purely nonparametric bootstrap method. Their Cholesky factor bootstrap
replaces estimates of parametric models with nonparametric estimation of the
dynamics.
A different way of approximately preserving the temporal dependence structure of

the data is to resample blocks of data. Carlstein (1986) and Künsch (1989) propose
to resample from nonoverlapping and overlapping blocks of data, respectively, and
to concatenate the blocks to generate a bootstrap sample. Politis and Romano (1992)
introduce an idea of subsampling, regarding blocks of data—subseries—as new
pseudo-samples.
A problem shared by nonparametric bootstrap methods is that they require an

intervention by the researcher in choosing a dimension parameter of the procedure,
be it lag length, bandwidth or block length. The performance of time-series
bootstrap can be highly sensitive to the choice of the dimension parameter,
particularly in samples of moderate size. Although automatic procedures for
choosing the dimension have been devised for some methods, they can be
computationally expensive.
Nonparametric bootstrap procedures can alternatively be carried out in the

frequency domain where either frequency domain data or their squares, that is the
discrete Fourier coefficients or periodograms, can be bootstrapped. This approach is
motivated by the observation that converting a stochastic process from time domain
to frequency domain reduces serial correlation of the process though it induces
heteroskedasticity. Bootstrap method of Ramos (1984) for Fourier coefficients or
Franke and Härdle (1992) and Dahlhaus and Janas (1996) for periodograms require
a consistent estimate of the spectral density and therefore a choice of a bandwidth.
Local periodogram bootstrap of Paparoditis and Politis (2000) avoids the need for
estimating the spectrum but again demands a bandwidth choice.
Hidalgo (2003) proposes a method that eliminates the dimension choice. He

suggests to bootstrap OLS residuals in frequency domain. His bootstrap procedure is
easy to implement and computationally inexpensive. Moreover, it is one the first
bootstrap procedures shown to be valid for long memory time series in a fairly
general context, adding to a still thin body of the literature on long memory time
series bootstrap.
In this paper we propose to approximate the critical values of the testing

procedure described in Section 2 by a bootstrap procedure based on the ideas of
Hidalgo (2003). The procedure consists of the following steps.

Step 1: Compute OLS estimates b̂ðtÞ and d̂ðtÞ from (4) or (6) for t 2 L: Compute
t̂ ¼ arg maxt2Lkd̂ðtÞk; the OLS estimates b̂ ¼ b̂ðt̂Þ and d̂ ¼ d̂ðt̂Þ and the OLS
residuals

ût ¼ yt � b̂
0
xt � d̂

0
ztðt̂Þ:
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Step 2: Compute

wûðljÞ ¼
1ffiffiffiffiffiffiffiffiffi
2pT

p
XT

t¼1

ûte
itlj for j ¼ 1; . . . ;T � 1

and

~wûðljÞ ¼
wûðljÞ � ð1=ðT � 1ÞÞ

PT�1
k¼1 wûðlkÞ

ð1=ðT � 1ÞÞ
PT�1

j¼1 jwûðljÞ � ð1=ðT � 1ÞÞ
PT�1

k¼1 wûðlkÞj
2
:

Step 3: Draw a random sample Z�1; . . . ; Z
�
½T=2� from the distribution P�ðZ�j ¼

~wûðlkÞÞ ¼ 1=½T=2� for k ¼ 1; . . . ; ½T=2� and generate a bootstrap sample

w�
yðljÞ ¼ b̂

0

0wxðljÞ þ jwûðljÞjZ�j ; j ¼ 1; . . . ; ½T=2�;

where b̂0 is the estimate of b from the null regression of wyðljÞ on wxðljÞ alone.

Step 4: Compute ðb̂
�
ðtÞ0; d̂

�
ðtÞ0Þ0 as

b̂
�
ðtÞ

d̂
�
ðtÞ

 !
¼

PT�1
j¼1 IxxðljÞ

PT�1
j¼1 IxzðljÞPT�1

j¼1 IzxðljÞ
PT�1

j¼1 IzzðljÞ

 !�1

2Re

P½T=2�
j¼1 Iy�xðljÞP½T=2�
j¼1 Iy�zðljÞ

0
@

1
A;

where the right-hand side depends on t through the definition zt ¼ xtIðtp½tT �Þ in (3).

Step 5: Compute the functional used for the original data, Z�
T ¼ fð

ffiffiffiffi
T

p
d̂
�
Þ:

The distribution of the bootstrap test statistic Z�
T can be used to approximate the

asymptotic null distribution of ZT ; that is to construct a bootstrap test. To show the
validity of the bootstrap procedure, we need to prove that the bootstrap process

b̂
�
ðtÞ � b̂0

d̂
�
ðtÞ

 !
¼

PT�1
j¼1 IxxðljÞ

PT�1
j¼1 IxzðljÞPT�1

j¼1 IzxðljÞ
PT�1

j¼1 IzzðljÞ

0
@

1
A

�1

�2Re

P½T=2�
j¼1 wx;jjwû;jjZ�jP½T=2�

j¼1 wzðtÞ;jjwû;jjZ�j

0
@

1
A ð13Þ

consistently estimates the null behaviour of the process ðb̂ðtÞ0 � b0; d̂ðtÞ0Þ0: It must be
shown that under the null and under the local alternative the process

2Re T�1=2P½T=2�
j¼1 wzðtÞ;jjwû;jjZ�j ; conditionally on data, converges weakly in probability

to the same process as T�1=2PT�1
j¼1 IzuðljÞ; that is to ð1=2pÞO1=2BðtÞ;

2Re
1ffiffiffiffi
T

p
X½T=2�

j¼1

wzðtÞ;jjwû;jjZ�j ¼)
p 1

2p
O1=2BðtÞ;

where ‘‘¼)
p
’’ stands for the weak convergence in probability as defined by Giné and

Zinn (1990).
The consistency of the bootstrap is asserted in the following theorem.
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Theorem 4. Under Conditions 1–5 and under both the null and the local alternative

hypotheses,

ffiffiffiffi
T

p b̂
�
ðtÞ � b̂

d̂
�
ðtÞ

 !
¼)

1

tð1� tÞ
S�1O1=2ðtBð1Þ � tBðtÞÞ

S�1O1=2ðBðtÞ � tBð1ÞÞ

 !

in probability.

A straightforward consequence of Theorem 4 and the continuous mapping
theorem is the following corollary.

Corollary 2. Let f be a continuous functional on DðLÞp: Let

Z�
T ¼ fð

ffiffiffiffi
T

p
d̂
�
ðtÞÞ

and let Z0 be Zh of Corollary 1 with h ¼ 0; i.e.

Z0 ¼ fððtð1� tÞÞ�1S�1O1=2ðBðtÞ � tBð1ÞÞÞ:

Under the conditions of Theorem 4,

Z�
T !

d
Z0

in probability, that is

PðZ�
TpxjFT _ GT Þ!

p
PðZ0pxÞ

for each continuity point x of the right-hand side.

The bootstrap test is constructed using a critical region C�
a based on the bootstrap

distribution in such a way that PðZ�
T 2 C�

aÞ ¼ a; where a is a level of significance. The
bootstrap test rejects when ZT 2 C�

a: Let F�
T ðxÞ ¼ PðZ�

TpxjFT _ GT Þ denote the
distribution function of Z�

T conditional on data and F ðxÞ ¼ PðZ0pxÞ the null
asymptotic distribution function. The bootstrap p-value for a one-tailed test is pT ¼

1� F�
T ðZT Þ: The bootstrap test rejects H0 when ZT is large, that is when pT is small.

By Corollaries 1 and 2, ZT !
d

Zh and F�
T¼)F in probability. The continuous

mapping theorem implies that pT ¼ 1� F�
T ðZT Þ!

d
1� F ðZhÞ in probability. The p-

values based on the bootstrap distribution F�
T are therefore asymptotically

equivalent to the p-values based on the distribution F.
It should be noted that the proposed bootstrap is not the only possibility. The

variables Z�j in Step 3 are drawn from the empirical distribution of normalized
discrete Fourier transform of the OLS residuals. Alternatively, external bootstrap
can be carried out by drawing Z�j from any complex distribution with zero mean, unit
variance and EZ�2j ¼ 0: A natural choice is a complex normal distribution. The proof
of validity of the external bootstrap procedure remains identical to the current proof.
Another valid modification is to multiply Z�j in Step 3 by the value of wûðljÞ instead
of its modulus. The proof of validity in this case goes through with only minor
alterations as noted at the end of the proof of Proposition 7 in Section 6 below. A
simulation study suggests that none of the methods above dominates the others in
performance.
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Hidalgo (2003) interchanges the resampling with the Fourier transformation,
resampling first from the normalized time-domain residuals and then transforming
the resampled data into the frequency domain. His simulation results seem to suggest
that there is no substantial advantage in exchanging the order of the operations. In
the simulation experiments in this paper we use the procedure given in Steps 1–5.
4. Monte Carlo

In order to assess the performance of the bootstrap procedure in finite samples, a
small Monte Carlo study is conducted. Data are generated according to a simple
linear model

yt ¼ aþ btxt þ ut;

where scalar series fxtg and futg follow a FARIMAð0; d; 0Þ process and where a ¼ 0:
The long memory parameters dx and du for the regressor xt and errors ut are either 0
(short memory) or 0:2 (stationary long memory). The series xt and ut are generated
using the Davies–Harte (1987) algorithm. The set L of feasible break dates is taken
to be the interval ½eT ; ð1� eÞT � where e ¼ 0:05; so that approximately 5% of
potential break dates are discarded from each side of the 1; . . . ;T range. The sample
sizes considered are 32, 64, 128, 256. While a sample of length 32 may be too short to
yield satisfactory results in the long memory case, the Monte Carlo simulation can
still offer useful insights into the performance of the method for the short memory
case. Two functionals are chosen on which to base the test procedure: a
Kolmogorov–Smirnov- (or Bartlett-) type statistic, whose discrete version is

KS ¼ sup
½eT �pjp½ð1�eÞT �

ffiffiffiffi
T

p
d̂

j

T

� �����
����

and a Cramér–von Mises-type statistic based on L2-distance, with a discrete version

CvM ¼
X½ð1�eÞT �

j¼½eT �

d̂
2 j

T

� �
:

The bootstrap test is based on the estimated process d̂ obtained from (4) or (6). Since
the limiting variance of the process d̂ðtÞ varies with t; we also consider a normalised
version ½tð1� tÞ�1=2d̂ðtÞ; whose variance is level across L:

The asymptotic test is based on the process ~dðtÞ ¼ Ô
�1=2

Ŝd̂ðtÞ; where Ŝ and Ô are

computed as in (11) and (12), respectively. A levelled version ½tð1� tÞ�1=2 ~dðtÞ is also
considered. The values of the Kolmogorov–Smirnov and Cramér–von Mises test
statistics are compared with quantiles of their asymptotic distribution. These
quantiles are estimated by approximating the limiting processes by their discrete
versions over a grid of 10,000 points spaced equally across the interval ½0; 1� and by
simulating the distribution of functionals of these processes by Monte Carlo. The
number of Monte Carlo replications is 106:
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The results in each of the tables are all obtained conditionally on a set of 5000
replications of a 256� 2 matrix of independent identically distributed Nð0; 1Þ
elements. Within each replication, 1000 bootstrap samples are generated. The
rejection probabilities are based on 5% nominal significance level.
For the examination of the level of the bootstrap and asymptotic tests, the results

are given in Table 1. In this table and in Table 2, the heading ‘‘raw’’ denotes the size
of the test based on the original process d̂ðtÞ defined in (4) or (6) whereas the heading
‘‘norm’’ refers to the size of the test based on the levelled process ½tð1� tÞ�1=2d̂ðtÞ:
The bootstrap test is nonconservative, with level approaching the nominal value
from above as the sample size increases. Overall, neither KS nor CvM test statistic
can be said to generate better test as far as level is concerned. The actual level tends
to be closer to the nominal value when the memory of the error is of short range.
Levelling the variance of the process d̂ does not seem to bring substantial changes in
the rejection probabilities under the null.
The asymptotic test performs poorly for the range of sample sizes under

consideration. Again, neither of the Kolmogorov–Smirnov and Cramér–von
Table 1

Level of test at 5% nominal level

Bootstrap test Asymptotic test

KS CvM KS CvM

dx du Raw Norm Raw Norm Raw Norm Raw Norm

T ¼ 32

0 0 9.9 9.9 9.4 9.3 46.7 41.5 52.3 34.6

0 0.2 12.3 12.2 11.9 10.5 48.8 43.1 54.6 36.1

0.2 0 9.9 10.4 10.2 9.4 49.7 44.6 56.9 41.0

0.2 0.2 12.2 12.6 12.3 11.0 50.5 45.5 58.8 42.9

T ¼ 64

0 0 9.1 9.2 8.8 7.7 17.9 15.0 15.7 9.4

0 0.2 10.2 9.6 8.3 7.5 18.7 15.8 17.1 10.1

0.2 0 8.8 8.6 8.7 8.1 20.7 18.2 21.6 13.5

0.2 0.2 10.1 9.4 9.3 8.5 19.9 18.2 22.6 15.5

T ¼ 128

0 0 6.5 6.3 6.7 6.5 7.6 4.6 6.4 4.7

0 0.2 6.9 6.4 6.7 6.5 8.2 5.0 6.8 4.5

0.2 0 6.4 6.5 6.9 6.7 9.5 6.2 8.5 6.1

0.2 0.2 7.4 7.3 7.2 7.1 8.7 6.4 9.6 7.4

T ¼ 256

0 0 5.3 5.7 5.9 5.9 3.7 1.7 4.0 3.3

0 0.2 5.8 5.5 5.9 5.9 4.0 1.9 4.2 3.4

0.2 0 5.4 5.3 6.1 6.1 4.8 2.4 5.2 4.1

0.2 0.2 6.3 6.0 6.1 6.0 4.0 2.2 5.5 4.7
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Table 2

Power against the alternative of one break at 5% nominal level

Bootstrap test Asymptotic test

KS CvM KS CvM

dx du Raw Norm Raw Norm Raw Norm Raw Norm

T ¼ 32

0 0 11.0 19.8 24.9 36.9 48.0 52.1 75.8 70.0

0 0.2 13.0 20.9 26.5 38.4 49.9 53.0 76.8 71.0

0.2 0 11.9 21.0 26.2 37.9 52.3 58.9 81.1 76.2

0.2 0.2 14.3 22.5 27.9 38.4 52.6 58.9 80.5 75.8

T ¼ 64

0 0 15.5 53.1 68.3 80.9 17.5 54.7 78.9 82.4

0 0.2 15.6 51.4 66.6 79.6 11.7 54.4 78.4 81.8

0.2 0 16.8 53.4 68.9 81.5 22.4 65.0 84.3 87.5

0.2 0.2 17.5 50.8 66.0 77.1 21.5 60.5 81.0 83.8

T ¼ 128

0 0 32.3 91.9 97.5 99.1 16.0 91.5 97.1 98.5

0 0.2 31.0 90.3 96.5 98.7 16.0 89.9 96.3 98.0

0.2 0 34.7 92.5 98.1 99.4 24.5 94.8 98.3 99.2

0.2 0.2 32.3 89.2 95.0 97.9 19.9 88.8 95.7 99.2

T ¼ 256

0 0 79.4 100.0 100.0 100.0 61.7 100.0 100.0 100.0

0 0.2 74.6 99.9 100.0 100.0 100.0 100.0 100.0 100.0

0.2 0 81.5 100.0 100.0 100.0 73.7 100.0 100.0 100.0

0.2 0.2 71.6 100.0 100.0 100.0 49.3 99.9 99.8 100.0
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Mises tests dominates the other. Levelling the variance of the process ~d
actually seems to slightly damage the null rejection probabilities for a range of
sample sizes.
In order to explore the power of the test, the alternative is set up as a break in the

middle of the sample, t0 ¼ 1=2; with unit size of the jump, d ¼ 1: In the experi-
ment the alternative is fixed, that is the size of break does not change with the
sample size. The outcome of the simulation of power is reported in Table 2. In
terms of power, the CvM test appears to be strictly preferable to the KS test for
both the bootstrap and the asymptotic test. This is in agreement with expectation
of Ploberger and Krämer (1992) who suspected that L2-norm CvM test might
perform better than sup-norm KS test in case of the one-time structural break.
The rejection probabilities of the asymptotic test are larger than those of the
bootstrap test in a majority of parameter combinations. However, such a
comparison is not informative since the actual critical values have not been
corrected to yield 5% level of the tests. An important observation is that levelling the
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variance of the process d̂ unambiguously and substantially improves the power of all
forms of the test.
Overall, the outcome of the simulation exercise provides evidence that the

bootstrap procedure proposed in the paper performs reasonably well already for
samples of moderate size. The results of the exercise further seem to suggest that (a)
the bootstrap test is preferable to the asymptotic test, at least for small to moderately
sized samples, (b) Cramér–von Mises-type of test statistic is preferable to the
Kolmogorov–Smirnov-type, at least for one-time change alternatives, and (c)
levelling the variance of the test process d̂ across L may be recommended at least for
some forms of the alternative hypothesis.
5. Conclusion

The paper examines a test for parameter instability in a linear model where
memory of both regressors and errors is allowed to be of a long range. The testing
procedure is based on a process of OLS slope coefficient estimators. The choice of a
continuous functional of this process for constructing the test statistic can reflect
beliefs about the form of alternative and can improve the power of the test
procedure.
A bootstrap procedure is proposed to approximate the distribution of the

test statistic to the first order. The procedure is carried out in frequency domain
and does not require choice of any tuning parameter such as block length
in block bootstrap methods. A Monte Carlo study suggests that the bootstrap
produces good results and is superior over the asymptotic test for moderate size
samples.
There are several natural directions in which the current work can be extended.

First, the condition that Oo1 could be relaxed to allow for greater degree of
collective memory of regressors and errors. In this case, the OLS estimation
procedure could be replaced by a GLS-type procedure. Second, partial structural
change could be considered and gains in efficiency from allowing partial change
evaluated. Third, a bootstrap procedure might be shown to approximate the
distribution of the test statistics to an order higher than first.
Further, under the assumption that the alternative hypothesis holds and is of the

one-time structural break form, the date of break could be estimated and, based on
the distribution of the break date estimator, inference conducted.
6. Proofs

For notational simplicity, the process fxtg in Theorems 1–4 is taken to be scalar.
Asymptotic results for vector processes can be obtained using Cramér–Wold
device for stochastic processes as defined for example in Lemma A4 of Andrews
(1993).
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Validity of Theorems 1, 2 and 4 rests on the fact that under Conditions 1–5, as
T ! 1;

1ffiffiffiffi
T

p
XT�1

j¼1

IzuðljÞ¼)
1

2p
O1=2BðtÞ; (14)

1

T

XT�1

j¼1

wh1x;jw
0
h2x;j !

p
S
Z 1

0

h1ðtÞh2ðtÞdt (15)

and

2Re
1ffiffiffiffi
T

p
X½T=2�

j¼1

wzðtÞ;jjwû;jjZ�j ¼)
p 1

2p
O1=2BðtÞ (16)

over ½0; 1�; where for any function h, fwhx;j ; j ¼ 1; . . . ;Tg is the discrete Fourier
transform of the sequence fhðt=TÞxt; t ¼ 1; . . . ;Tg and where the random variables Z�j
are defined in Step 3 of the bootstrap procedure. In all three cases, the convergence is
shown in two steps. First, convergence is proved for weighted innovation processes fxtg

and fetg: The result for the processes fxtg; futg is then established by showing that the
difference between the left-hand side of (14)–(16) and their weighted-innovation
analogues converges to zero in probability uniformly over ½0; 1�: Auxiliary results are
given in Lemmas 1–5 and Propositions 1–7 establish convergence in (14)–(16). The
validity of Theorems 1–4 is then argued employing Propositions 1–7.

Lemma 1. Let h be a bounded variation function on ½0; 1�: Let HðlÞ ¼
PT

t¼1 hðt=TÞeitl:
Then for some 0oCo1 independent of T,
(a)
 jHðlÞjpC=jlj for l 2 ð0;p�;R

(b)
lj

0 jHðlÞj dl ¼ Oðlog jÞ uniformly over 1pjp½T=2�:
Proof. (a) Letting DtðlÞ ¼
Pt

k¼1e
ikl; noting that

jDtðlÞj ¼ eilð1þtÞ=2 sin lt=2

sin l=2

����
����p p

jlj

for 0olpp; and using summation by parts, we have

jHðlÞjp
XT�1

t¼1

jDtðlÞj h
t

T

 �
� h

t þ 1

T

� �����
����þ jDT ðlÞkhð1Þj

p
p
jlj

XT�1

t¼1

h
t

T

 �
� h

t þ 1

T

� �����
����þ jhð1Þj

 !

p
C

jlj

due to the boundedness of the total variation of the function h.
(b)

R lj

0 jHðlÞ jdl ¼
R 1=T

0 jHðlÞ j dl þ
R lj

1=T
jHðlÞ j dl pT

R 1=T

0 dl þ
R lj

1=T
C
l dl ¼

Oðlog jÞ: &
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Lemma 2. Let h be a bounded variation function on ½0; 1�: Let fxtg be a covariance

stationary process satisfying Conditions 1, 2 and 4. Let HT ðlÞ ¼
PT

t¼1 hðt=TÞeitl and

Kh;T ðlÞ ¼ ð1=2pTÞjHT ðlÞj2: ThenZ p

�p

AðlÞ
Aj

� 1

����
����
2

Kh;T ðl� ljÞdl ¼ O
1

j

� �
as T ! 1

uniformly over integers 1pjp½T=2�:

Proof. The function A satisfies assumptions A1, A20 of Robinson (1995b).
Furthermore, the kernel HT has the property

jHT ðlÞjp
p
jlj

; 0olpp; TX1

by Lemma 1. Therefore the lemma is valid by the arguments of Robinson (1995b) in
the proof of his Lemma 3. &

Lemma 3. Let fx1tg; fx2tg be scalar covariance stationary processes satisfying

Conditions 1, 2 and 4. Let h1; h2 be bounded variation functions on ½0; 1�: Denote by

Ak the transfer functions of the processes fxktg; k ¼ 1; 2: Let vkðljÞ ¼ffiffiffiffiffiffi
2p

p
wk;j=ðsxAkðljÞÞ where fwk;j ; j ¼ 1; . . . ;Tg is the discrete Fourier transform of the

sequence fhkðt=TÞxkt; t ¼ 1; . . . ;Tg: Then
(a)
 EfvkðljÞvlðljÞg ¼ T�1
PT

t¼1 hkðt=TÞhlðt=TÞ þOðlog j=jÞ and
(b)
 EfvkðljÞvlðljÞg ¼ Oð1Þ
uniformly over integers 1pjp½T=2�; for k, l ¼ 1; 2:

Proof. (a) We have

Ewk;jwl;j �
s2x
2p

1

T

XT

t¼1

hk

t

T

 �
hl

t

T

 � !
AkðljÞAlðljÞ

¼
s2x
2p

Z p

�p
ðAkðlÞAlðlÞ � AkðljÞAlðljÞÞKklðl� ljÞdl;

where

KklðlÞ ¼
1

2pT
HkðlÞHlðlÞ

and

HkðlÞ ¼
XT

t¼1

hk

t

T

 �
eitl; k ¼ 1; 2:

Condition 4 implies that we can choose Z40 such that for l 2 ð�Z; 0Þ [ ð0; ZÞ; for
some dk; dl 2 ½0; 1

2
Þ and for some 0oCo1; jAkðlÞAlðlÞjpCjlj�ðdkþdl Þ and

jðd=dlÞAkðlÞAlðlÞjpCjlj�ðdkþdl Þ�1: Furthermore by Lemma 1 the kernels Kkl and
Hk display properties required in the proof of Theorem 2 of Robinson (1995a),
namely KklðlÞ ¼ Oð1=Tl2Þ for 0ojljpp and

RDlj

�Dlj
jHkðlÞjdl ¼ Oðlog jÞ; k ¼ 1; 2:
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Š. Lazarová / Journal of Econometrics 129 (2005) 329–372 349
The proof of part (a) therefore follows as in the first part of case (a) of Theorem 2 of
Robinson (1995a). We obtain

Ewk;jwl;j �
s2x
2p

1

T

XT

t¼1

hk

t

T

 �
hl

t

T

 � !
Ak;jAl;j ¼ O

log j

j
l�ðdkþdl Þ

j

� �

from which it can be deduced that

Evk;jvl;j ¼
1

T

XT

t¼1

hk

t

T

 �
hl

t

T

 �
þO

log j

j

� �
:

as required.
Part (b) follows from part (a) by the Schwarz inequality. &

Lemma 4. Let g be a complex-valued function on ½0;p� which satisfies (a) jgj2 is

integrable on ½0;p�; (b) gðlÞ ¼ Oðl�d
Þ for l ! 0þ for some do 1

2
and (c) g is bounded

on any subinterval of ð0; p�: Then for any aX0; bX0 such that 2daþ bo1; as T ! 1;

1

T

X½T=2�

j¼1

jgðljÞj
2a

lbj
!

1

2p

Z p

0

jgðlÞj2a

lb
dl:

Proof. Fix e40: For any small Z;

1

T

X½T=2�

j¼1

jgðljÞj
2a

lbj
�

1

2p

Z p

0

jgðlÞj2a

lb
dl

�����
�����

p
1

T

X½ZT �

j¼1

jgðljÞj
2a

lbj
þ

1

2p

Z Z

0

jgðlÞj2a

lb
dl

þ
1

T

X½T=2�

j¼½ZT �þ1

jgðljÞj
2a

lbj
�

1

2p

Z p

Z

jgðlÞj2a

lb
dl

�����
�����: ð17Þ

By assumption, for small enough Z40 and 0oloZ;

jgðlÞj2a

lb
pCl�2da�boCl�1þd

for some d40: Therefore

1

T

X½ZT �

j¼1

jgðljÞj
2a

lbj
p

C

T

X½ZT �

j¼1

j

T

� ��1þd

pCZd:

Similarly

1

2p

Z Z

0

jgðlÞj2a

lb
dlpCZd:
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The third term in (17) converges to zero as T ! 1 by integrability of jgj2: For small
enough Z and large enough T, the left-hand side of (17) is smaller than e: &

Lemma 5. Let g be a function satisfying assumptions of the previous lemma. Then for

any a40;bX0; dX0 and gX1; as T ! 1;
(a)
(b)
ðT�aÞ
P½T=2�

j¼1 jgðljÞj
2alogdj=jb ¼

OðlogdTÞ; aþ b ¼ 1;

oð1Þ; aþ b41;

(

ðT�aÞ
P½T=2�

j¼1

P½T=2�
k¼1 gðljÞ

agðlkÞ
a
ð
logdj

jb
logdk

kb Þ
1=2 1

j j�kj
g
þ

¼ oð1Þ if aþ b41; where

j j � kjþ ¼ maxf 1; j j � kjg:
Proof. (a) We have

1

Ta

X½T=2�

j¼1

jgðljÞj
2a log

dj

jb
pC

logdT

Taþb

X½T=2�

j¼1

jgðljÞj
2a

lbj
:

First, for a small positive Z as in the previous lemma:

logd T

Taþb

X½ZT �

j¼1

jgðljÞj
2a

lbj
pC

logd T

Taþb

X½ZT �

j¼1

l�2da�b
j ¼ CTað2d�1Þlogb T

X½ZT �

j¼1

j�2da�b

¼

OðTað2d�1ÞlogdTÞ; 2da41� b;

OðT1�a�blogdþ1TÞ; 2da ¼ 1� b;

OðT1�a�blogdTÞ; 2dao1� b:

8>><
>>:

Second,

1

T

X½T=2�

j¼½ZT �þ1

jgðljÞj
2a

lbj
!

1

2p

Z p

2pZ

jgðlÞj2a

lb
dl

by integrability of jgj2 and 1=l over any interval ½2pe; p�; e 2 ð0; 1
2
Þ: Therefore

logdT

Taþb

X½T=2�

j¼½ZT �þ1

jgðljÞj
2a

lbj
¼ O

logd T

Taþb�1

 !
¼

Oðlogd TÞ; aþ b ¼ 1;

oð1Þ; aþ b41

(

and part (a) is established.
(b) By the Schwarz inequality, the sum in question is bounded by

1

Ta

X½T=2�

j¼1

jgðljÞj
2a log

dj

jb

X½T=2�

k¼1

1

j j � kj
g
þ

p
C

Ta

X½T=2�

j¼1

jgðljÞj
2a log

dj

jb

X½T=2�

k¼1

1

k

¼ C
logdT

Taþb�1 OðlogTÞ ¼ oð1Þ

from part (a). &

Proposition 1. Let g be a complex-valued function on ½0;p� which satisfies (a) gð�lÞ ¼
gðlÞ for all l 2 ð0;p�; (b) jgj2 is integrable on ½0; p�; (c) gðlÞ ¼ Oðl�d

Þ for l ! 0þ for
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some do 1
2

and (d) g is bounded on any subinterval of ð0; p�: Under Conditions 1–3, as

T ! 1;

2pffiffiffiffi
T

p
XT�1

j¼1

gðljÞwzðtÞðljÞweðljÞ¼) s2xs
2
e
1

2p

Z p

�p
jgðlÞj2 dl

� �1=2

BðtÞ (18)

on ½0; 1�; where B is a standard Brownian motion and where the sequence fztðtÞg is

defined as fztðtÞg ¼ fxtIðtp½tT �Þ; t ¼ 1; . . . ;Tg:

Proof. The left-hand side of (18) can be written as

GT ðtÞ ¼
1ffiffiffiffi
T

p
X½tT �

t¼1

xt

XT

s¼1

esct�s

 !
;

where

ct ¼
1

T

XT�1

j¼1

gðljÞe
itlj :

Denoting dt ¼ ð1=
ffiffiffiffi
T

p
Þ
PT

s¼1esct�s; the process GT can be written as

GT ðtÞ ¼
X½tT �

t¼1

xtdt:

The realizations of the process GT belong to the space D½0; 1� of real functions which
are right continuous with left-hand limits. The sequence fxtdt;Ft�1 _ GT ; 1ptpTg

is a martingale difference sequence. The first two moments of the process GT are

EGT ðtÞ ¼ 0;

EjGT ðtÞj2 ¼ s2e s
2
x
½tT �

T
1
T

PT�1
j¼1 jgðljÞj

2 ¼
½tT �

T
EjGT ð1Þj

2:

The variance of the process GT therefore increases asymptotically linearly in t and
the weak convergence of the process GT in (18) holds if the following two conditions
of Scott (1973) are satisfied:
(a)

PT

t¼1 Eðjdtxtj
2jFt�1 _ GT Þ!

p
s2xs

2
e

1
2p

R p
�p jgðlÞj

2 dl as T ! 1 and
(b)

PT

t¼1 Eðjdtxtj
2Iðjdtxtj4dÞjFt�1 _ GT Þ!

p
0 as T ! 1; for any positive d:
These two conditions have been checked by Hidalgo (2003) under similar
assumptions on the weight function g and identical assumptions on the processes
fxtg; fetg: After making appropriate adjustments for complex weight functions and
replacing Lemma 1 there with our Lemma 4, the proof remains valid in our case. &

Proposition 2. Under Conditions 1–5,

1ffiffiffi
T

p
PT�1

j¼1 IxuðljÞ

1ffiffiffi
T

p
PT�1

j¼1 IzuðljÞ

0
@

1
A¼)

1
2pO

1=2Bð1Þ

1
2pO

1=2BðtÞ

 !

over ½0; 1� as T ! 1; where O ¼ 2p
R p
�p f xxðlÞf uuðlÞdl:
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Proof. It suffices to show that 1=
ffiffiffiffi
T

p PT�1
j¼1 IzuðljÞ¼)

1
2pO

1=2BðtÞ over ½0; 1�: The
function

gðlÞ ¼
1

2p
AðlÞBðlÞ

satisfies the conditions of Proposition 1. The present proposition is then proved if

1ffiffiffiffi
T

p
XT�1

j¼1

AðljÞBðljÞ
wzðtÞðljÞwuðljÞ

AðljÞBðljÞ
� wzðtÞðljÞweðljÞ

 !
¼)0: (19)

Denoting f j ¼ f ðljÞ for any function f, the left-hand side of (19) can be written as

Y 1ðtÞ þ Y 2ðtÞ þ Y 3ðtÞ;

where

Y 1ðtÞ ¼
1ffiffiffiffi
T

p
XT�1

j¼1

AjBj

wzðtÞ; j

Aj

� wzðtÞ; j

� �
wu;j

Bj

� we;j

 !
;

Y 2ðtÞ ¼
1ffiffiffiffi
T

p
XT�1

j¼1

AjBj

wzðtÞ;j

Aj

� wzðtÞ; j

� �
we;j

and

Y 3ðtÞ ¼
1ffiffiffiffi
T

p
XT�1

j¼1

AjBjwzðtÞ; j

wu;j

Bj

� we; j

 !
: (20)

Processes Y 1; Y 2 and Y 3 are of the form

Y iðtÞ ¼
1ffiffiffiffi
T

p
XT�1

j¼1

gjVjðtÞW j ; i ¼ 1; 2; 3;

where D is a generic constant and V jðtÞ and W j stand for the third and the fourth
factor, respectively, of the summands of the processes Y i: To prove that Y i¼)0 for
t 2 ½0; 1� it suffices to show that finite dimensional distributions of the process Y i

converge to zero in probability and that the process Y i is tight. Take any n 2 N; any
numbers t1; . . . ; tn from the interval ½0; 1� and any finite complex constants a1; . . . ; an:
The first moment of

Pn
l¼1alY iðtlÞ is zero for i ¼ 1; 2; 3: The second moment is

1

T

XT�1

j¼1

XT�1

k¼1

gjgkEsjkEW jW kp
4

T

X½T=2�

j¼1

X½T=2�

k¼1

jgjgkkEsjkkEW jW kj;

where

sjk ¼
Xn

l¼1

Xn

m¼1

alamV jðtlÞVkðtmÞ:

For i ¼ 1; 2 the factor V jðtÞ is equal to wzðtÞ;j=Aj � wzðtÞ;j : The total variation of
functions htðxÞ ¼ Ið0pxptÞ; t 2 ð0; 1� is equal to one, therefore by Lemma 3
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part (a)

sup
t2½0;1�

E
wzðtÞ;j

Aj

� wzðtÞ;j

����
����
2

p
D log j

j
(21)

as T ! 1 uniformly over integers 1pjp½T=2�: Using the Schwarz inequality,

jEsjkjpD
log j

j

log k

k

� �1=2Xn

l¼1

Xn

m¼1

jalkamjpD
log j

j

log k

k

� �1=2

:

When i ¼ 3 the factor VjðtÞ equals wzðtÞ;j : For any t; s 2 ½0; 1�;

EwzðtÞ;j w̄zðsÞ;k ¼
1

2pT

X½tT �

t¼1

X½sT �

s¼1

Extxse
itlj�islk ¼

s2x
2p

1

T

X½ðt^sÞT �

t¼1

eitðlj�lkÞ:

For j ¼ k; the last expression is equal to ðs2x=2pÞ½ðt ^ sÞT �=T ; while for jak;

1

T

X½ðt^sÞT �

t¼1

eitðlj�lkÞ

�����
����� ¼ 1

T

sinð½ðt ^ sÞT �
lj�lk

2
Þ

sinð
lj�lk

2
Þ

�����
�����p 1

T

1

j sinð
lj�lk

2
Þj

p
1

T

p
jlj � lkj

¼
1

2j j � kj
:

In sum,

EwzðtÞ;j w̄zðsÞ;k ¼ O
1

j j � kjþ

� �
(22)

uniformly over ðt;sÞ 2 ½0; 1�2 and 1pj; kp½T=2�; where j j � kjþ ¼ maxf1; j j � kjg:
Therefore when i ¼ 3;

jEsjkjpD
Xn

l¼1

Xn

m¼1

jalkamj
1

jj � kjþ
p

D

j j � kjþ
:

Turning to the factor W j ; for i ¼ 1; 3 it is equal to wu;j=Bj � we;j : By Lemma 3 part
(a),

E
wu;j

Bj

� we;j

����
����
2

p
D log j

j
(23)

as T ! 1 and by the Schwarz inequality

jEW jW kjpD
log j

j

log k

k

� �1=2

:

In case i ¼ 2; W j ¼ we;j and

Ewe;jwe;k ¼
1

2pT

XT

t¼1

XT

s¼1

Eetese
�itljþislk ¼

s2e
2pT

XT

t¼1

e�itðlj�lkÞ ¼
s2e
2p

Iðj ¼ kÞ:
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Collecting the bounds obtained for moments of the factors V jðtÞ and W j and using
Lemma 5, the following results are obtained:

E
Xn

l¼1

alY 1ðtlÞ

�����
�����
2

p
D

T

X½T=2�

j¼1

X½T=2�

k¼1

jgjgkj
log j

j

log k

k
¼ oð1Þ;

E
Xn

l¼1

alY 2ðtlÞ

�����
�����
2

p
D

T

X½T=2�

j¼1

X½T=2�

k¼1

jgjgkj
log j

j

log k

k

� �1=2

Ið j ¼ kÞ

¼
D

T

X½T=2�

j¼1

jgjj
2 log j

j
¼ oð1Þ;

E
Xn

l¼1

alY 3ðtlÞ

�����
�����
2

p
D

T

X½T=2�

j¼1

X½T=2�

k¼1

jgjgkj
log j

j

log k

k

� �1=2
1

j j � kjþ
¼ oð1Þ:

An application of the Cramér–Wold device together with the Markov inequality
establishes convergence of finite dimensional distributions of processes Y i; i ¼ 1; 2; 3;
to zero in probability.
Tightness of the processes Y i is implied by the moment condition of Billingsley

(1999, Theorem 13.5, p. 142):

EjY iðrÞ � Y iðsÞj2jY iðtÞ � Y iðrÞj2pðF ðtÞ � F ðsÞÞ2a; i ¼ 1; 2; 3; (24)

where a4 1
2
; sprpt and F is a nondecreasing, continuous function on ½0; 1�: The

fourth moment of the difference Y iðtÞ � Y iðsÞ is given by

EjY iðtÞ � Y iðsÞj4

p
16

T2

X½T=2�

j¼1

X½T=2�

k¼1

X½T=2�

l¼1

X½T=2�

m¼1

jgjgkglgmkEV jVkV lV mkEW jW kW lW mj;

where V j ¼ V jðtÞ � V jðsÞ: For i ¼ 1; 2; V j ¼ ðwzðtÞ; j � wzðsÞ; jÞ=Aj � ðwzðtÞ; j � wzðsÞ; jÞ

and

cumðVj ;Vk;Vl ;V mÞ

¼
kx

ð2pÞ5
1

T2

Z p

�p

Z Z
AðlÞ
Aj

� 1

� �
AðmÞ
Ak

� 1

� �
AðzÞ
Al

� 1

� �
Að�l� m� zÞ

Am

� 1

� �
�Hðlþ ljÞHðm� lkÞHðzþ llÞHð�l� m� z� lmÞdldmdz;

where kx ¼ cumðxt; xt; xt; xtÞ; HðlÞ ¼
PT

t¼1hðt=TÞeitl and hðxÞ ¼ IðspxptÞ: Pro-
ceeding as in the proof of (4.8) in Robinson (1995b), we get

jcumðV j ;V k;Vl ;V mÞjpDP
1=2
j P

1=2
k P

1=2
l P1=2

m ;
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where

Pj ¼

Z p

�p

AðlÞ
Aj

� 1

����
����
2

1

2pT
jHðlþ ljÞj

2 dl:

Denoting Kh;T ðlÞ ¼ ð2pTÞ
�1
jHðlÞj2; it can be seen that

Pj ¼ ðt� sÞ
Z p

�p

AðlÞ
Aj

� 1

����
����
2

K1;ðt�sÞT ðlþ ljÞdl

¼ ðt� sÞO
1

j

� �

uniformly over ðt; sÞ 2 ½0; 1�2 and 1pjp½T=2� by Lemma 2.
Likewise

EjV jj
2 ¼

s2x
2p

Z p

�p

AðlÞ
Aj

� 1

����
����
2

1

2pT
jHðlþ ljÞj

2 dl

¼ DPj ¼ ðt� sÞO
1

j

� �
:

By the Schwarz inequality,

jEVjV kVlVmj

pjcumðV j ;V k;Vl ;V mÞj þ 3ðEjV jj
2EjVkj

2EjVl j
2EjVmj

2Þ
1=2

pCðt� sÞ2j
�1=2

k
�1=2

l
�1=2

m
�1=2

: ð25Þ

For i ¼ 3; V j ¼ wxðtÞ�xðsÞ;j and

cumðVj ;V k;V l ;VmÞ ¼
kx

ð2pÞ5
1

T2

Z p

�p

Z Z
Hðlþ ljÞ

�Hðm� lkÞHðzþ ljÞHð�l� m� z� lkÞdldmdz

which by using periodicity of H and the Schwarz inequality can be shown to be
ðt� sÞ2Oð1Þ uniformly over ðt;sÞ 2 ½0; 1�2 and 1pj; k; l;mp½T=2�: Similarly,

EjVjj
2 ¼

s2x
4p2T

Z p

�p
jHðlþ ljÞj

2 dlpCðt� sÞ

and so for i ¼ 3; jEVjVkV lV mj ¼ ðt� sÞ2Oð1Þ:
Regarding the factor W j ; for i ¼ 1; 3 we have W j ¼ wu;j=Bj � we;j and reasoning as

in case of V j (i ¼ 1; 2) we obtain

jcumðW j ;W k;W l ;W mÞjpDP
1=2
B;j P

1=2
B;kP

1=2
B;l P

1=2
B;m

and

EjW jj
2 ¼ DPB;j ;
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where

PB;j ¼

Z p

�p

BðlÞ
Bj

� 1

����
����
2

1

2pT
jHðlþ ljÞj

2dl

with HðlÞ ¼
PT

t¼1hðt=TÞeitl and h � 1: By Lemma 2, PB;j ¼ Oðj�1Þ; therefore

EW jW kW lW m ¼ Oðj�1=2k�1=2l�1=2m�1=2Þ

uniformly over 1pj; k; l;mp½T=2�:
Finally, when i ¼ 2; W j ¼ we;j ;

cumðW j ;W k;W l ;W mÞ ¼
kx
4p2

1

T2

XT

t¼1

eitðlj�lkþll�lmÞ ¼ O
1

T

� �

and

EW jW k ¼
1

2p
Iðj ¼ kÞ ¼ Oð1Þ

uniformly over 1pj; k; l;mp½T=2�:
Due to the bounds obtained above for moments of V j and W j ; the following

inequalities hold:

EjY 1ðtÞ � Y 1ðsÞj4p
D

T2

X½T=2�

j;k;l;m¼1

jgjgkglgmjðt� sÞ2j�1k�1l�1m�1

¼ Dðt� sÞ2 T�1=2
X½T=2�

j¼1

jgjj

j

 !4

¼ Dðt� sÞ2oð1Þ

uniformly over ðt; sÞ 2 ½0; 1�2 by Lemma 4,

EjY 2ðtÞ � Y 2ðsÞj4p
D

T2

X½T=2�

j;k;l;m¼1

jgjgkglgmjðt� sÞ2j�1=2k�1=2l�1=2m�1=2

¼ Dðt� sÞ2 T�1=2
X½T=2�

j¼1

jgjj

j1=2

 !4

¼ ðt� sÞ2Oð1Þ

by the Schwarz inequality and Lemma 4. The same bound applies to EjY 3ðtÞ �
Y 3ðsÞj4: By the Schwarz inequality,

EjY iðrÞ � Y iðsÞj2jY iðtÞ � Y iðrÞj2pDððr� sÞ2ðt� sÞ2Þ1=2pDðt� sÞ2

for i ¼ 1; 2; 3 and the moment condition (24) is verified with a ¼ 2 and F ðtÞ ¼ Dt2:
This proves the uniform convergence in (19) and the proposition is established. &

Proposition 3. Let g be a function satisfying the assumptions of Proposition 1. Let h1;
h2 be bounded variation functions on ½0; 1�: Let fwhx;j ; j ¼ 1; . . . ;Tg be the discrete

Fourier transform of the sequence fhðt=TÞxt; t ¼ 1; . . . ;Tg: Under Conditions 1 and 2,
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as T ! 1;

2p
T

XT�1

j¼1

jgðljÞj
2wh1x;jwh2x;j !

p s2x
2p

Z p

�p
jgðlÞj2 dl

Z 1

0

h1ðtÞh2ðtÞdt:

Proof. Denote gj ¼ gðljÞ; hkt ¼ hkðt=TÞ and

Z ¼
2p
T

XT�1

j¼1

jgjj
2wh1x;jwh2x;j :

Then

EZ ¼
2p
T

XT�1

j¼1

jgjj
2 1

2pT

XT

t¼1

XT

s¼1

Extxsh1th2se
iðt�sÞlj

¼
s2x
T2

XT�1

j¼1

jgjj
2
XT

t¼1

h1th2t !
s2x
2p

Z p

�p
jgðlÞj2 dl

Z 1

0

h1ðtÞh2ðtÞdt

by Lemma 4. Further,

EjZj2 ¼
1

T4

XT�1

j;k¼1

jgjgkj
2
XT

t;s;r;v¼1

EðxtxsxrxvÞh1th2sh1rh2ve
iðt�sÞlje�iðr�vÞlk

¼
kx
T4

XT�1

j¼1

XT�1

k¼1

jgjgkj
2
XT

t¼1

h21th
2
2t þ

s4x
T4

XT�1

j¼1

XT�1

k¼1

jgjgkj
2
XT

t¼1

h1th2t

 !2

þ
s4x
T4

XT�1

j¼1

XT�1

k¼1

jgjgkj
2
XT

t¼1

h21te
itðlj�lkÞ

XT

t¼1

h22te
�itðlj�lkÞ

þ
s4x
T4

XT�1

j¼1

XT�1

k¼1

jgjgkj
2
XT

t¼1

h1th2te
itðljþlkÞ

�����
�����
2

:

The first term is Oð1=TÞ by Lemma 4. Proceeding as in the computations leading to
(22), it can be seen that

XT

t¼1

h2lte
itðlj�lkÞp

CT

j j � kjþ
; l ¼ 1; 2;

where j j � kjþ ¼ maxf1; j j � kjg: Therefore the third term is bounded in absolute
value by

D

T2

X½T=2�

j¼1

X½T=2�

k¼1

jgjgkj
2 1

j j � kj2þ

which is oð1Þ by Lemma 5.
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Similarly, the fourth term is oð1Þ: The second term is dominant and converges to

s2x
2p

Z p

�p
jgðlÞj2 dl

Z 1

0

h1ðtÞh2ðtÞdt

 !2

by Lemma 4. In sum,

EZ !
s2x
2p

Z p

�p
jgðlÞj2 dl

Z 1

0

h1ðtÞh2ðtÞdt

and EjZj2 ! jEZj2: An application of the Markov inequality completes the proof of
convergence of Z in probability to ðs2x=2pÞ

R p
�p jgðlÞj

2 dl
R 1
0 h1ðtÞh2ðtÞdt: &

Proposition 4. Let h1; h2 be bounded variation functions on ½0; 1�: Let fwhx;j ; j ¼
1; . . . ;Tg be the discrete Fourier transform of the sequence fhðt=TÞxt; . . . ; t ¼
1; . . . ;Tg: Under Conditions 1–5, as T ! 1;

1

T

XT�1

j¼1

wh1x;jwh2x;j !
p 1

2p
S
Z 1

0

h1ðtÞh2ðtÞdt

where S ¼ Ex2
t :

Proof. The function gðlÞ ¼ AðlÞ=
ffiffiffiffiffiffi
2p

p
satisfies the conditions of Proposition 1. It is

sufficient to prove that

1

T

XT�1

j¼1

jAjj
2 wh1x;jwh2x; j

jAjj
2

� wh1x; jwh2x; j

 !
!
p
0; (26)

where Aj ¼ AðljÞ: The left-hand side is equal to

1

T

XT�1

j¼1

jAjj
2 wh1x; j

Aj

� wh1x; j

� �
wh2x;j

Aj

� wh2x;j

 !

þ
1

T

XT�1

j¼1

jAjj
2 wh1x;j

Aj

� wh1x;j

� �
wh2x; j

þ
1

T

XT�1

j¼1

jAjj
2wh1x;j

wh2x;j

Aj

� wh2x; j

 !
:

By the Schwarz inequality, the expectation of the modulus of the first term is
bounded by

2

T

X½T=2�

j¼1

jAjj
2 E

wh1x;j

Aj

� wh1x;j

����
����
2

 !1=2

E
wh2x;j

Aj

� wh2x;j

����
����
2

 !1=2

p
D

T

X½T=2�

j¼1

jAjj
2 log j

j
¼ oð1Þ
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by Lemma 3 part (a) and Lemma 5. A bound for the expectation of the absolute
value of the second term is

2

T

X½T=2�

j¼1

jAjj
2 E

wh1x;j

Aj

� wh1x;j

����
����
2

 !1=2

ðEjwh2x;jj
2Þ
1=2

p
D

T

X½T=2�

j¼1

jAjj
2 log j

j

� �1=2

¼ oð1Þ

by Lemma 3 part (a) and Lemma 5. The third term can be bounded in the same way
as the second term. Therefore (26) holds and by Proposition 3

1

T

XT�1

j¼1

wh1x;jwh2x;j !
p s2x
2p

Z p

0

1

2p
jAðlÞj2 dl

Z 1

0

h1ðtÞh2ðtÞdt

¼
1

2p
S
Z 1

0

h1ðtÞh2ðtÞdt: &

Proposition 5. Under Conditions 1–5, with a function g satisfying the conditions of

Proposition 1,

1

T

XT�1

j¼1

jgðljÞj
2wzðtÞ;j w̄zðsÞ;jjwe;jj

2¼)ðt ^ sÞ
s2xs

2
e

4p2
1

2p

Z p

�p
jgðlÞj2 dl

uniformly over ðt;sÞ 2 ½0; 1�2:

Proof. Denote gðljÞ ¼ gj : First moment of the expression on the left-hand side is

1

T

XT�1

j¼1

jgjj
2EwzðtÞ;j w̄zðsÞ;jEjwe;jj

2 ¼
½ðt ^ sÞT �

T

s2xs
2
e

4p2
1

T

XT�1

j¼1

jgjj
2

! ðt ^ sÞ
s2xs

2
e

4p2
1

2p

Z p

�p
jgðlÞj2 dl

by Lemma 4 because

EwzðtÞ;j w̄zðsÞ;j ¼
1

2pT

X½tT �

t¼1

X½sT �

s¼1

Extxse
iðt�sÞlj ¼

½ðt ^ sÞT �

T

s2x
2p

: (27)

Second moment of that expression is

1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2EwzðtÞ;j w̄zðsÞ;j w̄zðtÞ;kwzðsÞ;kEjwe;jj

2jwe;kj
2

¼
1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2cumðwzðtÞ;j ; w̄zðsÞ;j ; w̄zðtÞ;k;wzðsÞ;kÞEjwe;jj

2jwe;kj
2
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ˇ

þ
1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2EwzðtÞ;j w̄zðsÞ;jEw̄zðtÞ;kwzðsÞ;kEjwe;jj

2jwe;kj
2

þ
1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2EwzðtÞ;j w̄zðtÞ;kEw̄zðsÞ;jwzðsÞ;kEjwe;jj

2jwe;kj
2

þ
1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2EwzðtÞ;jwzðsÞ;kEw̄zðtÞ;kw̄zðsÞ;jEjwe;jj

2jwe;kj
2: ð28Þ

Now

cumðwzðtÞ;j ; w̄zðsÞ;j ; w̄zðtÞ;k;wzðsÞ;kÞ

¼
1

4p2T2

X½ðt^sÞT �

t¼1

cumðxt; xt; xt; xtÞ ¼
kx
4p2

1

T

½ðt ^ sÞT �

T
¼ O

1

T

� �

uniformly over ðt;sÞ 2 ½0; 1�2: The fourth moments of et are finite, therefore the first

term of (28) is bounded by ðD=T3Þ
P½T=2�

j¼1

P½T=2�
k¼1 jgjgkj

2 which is Oð1=TÞ by Lemma 4.
Further, from (22),

jEwzðtÞ;j w̄zðsÞ;kjp
C

j j � kjþ

uniformly over ðt;sÞ 2 ½0; 1�2 and 1pj; kp½T=2�; where j j � kjþ ¼ maxf1; j j � kjg;

and the third term of (28) is bounded by ðD=T2Þ
P½T=2�

j¼1

P½T=2�
k¼1 jgjgkj

21=j j � kj2þ which
is oð1Þ by Lemma 5. Similarly, the fourth term is oð1Þ: Therefore we are left with the
dominant second term:

E
1

T

XT�1

j¼1

jgjj
2wzðtÞ;j w̄zðsÞ;jjwe;jj

2

�����
�����
2

¼
½ðt ^ sÞT �

T

� �2 s4x
4p2

1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2Ejwe;jj

2jwe;kj
2 þ oð1Þ:

Since

cumðwe;j ; w̄e;j ;we;k; w̄e;kÞ ¼
1

4p2T2

XT

t¼1

cumðet; et; et; etÞ ¼
k

4p2T

and Ewe;j w̄e;k ¼ ðs2e=2pÞIðj ¼ kÞ; we have

1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2Ejwe;jj

2jwe;kj
2

¼
k

4p2T
1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2 þ

s4e
4p2

1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2
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þ
s4e
4p2

1

T2
jgT=2j

4IðT evenÞ þ
s4e
4p2

1

T2

XT�1

j¼1

jgjj
4

¼
s4e
4p2

1

T2

XT�1

j¼1

XT�1

j¼1

jgjgkj
2 þ oð1Þ

by Lemmas 4 and 5. That means that

E
1

T

XT�1

j¼1

jgjj
2wzðtÞ;j w̄zðsÞ;jjwe;jj

2

�����
�����
2

! ðt ^ sÞ
s2e s

2
x

4p2
1

2p

Z p

�p
jgðlÞj2 dl

 !2

:

The second moment of the process ð1=TÞ
PT�1

j¼1 jgjj
2wzðtÞ;j w̄zðsÞ;jjwe;jj

2 therefore
converges to the square of the limit of its first moment. By the Markov inequality,

1

T

XT�1

j¼1

jgjj
2wzðtÞ;j w̄zðsÞ;jjwe;jj

2!
p
ðt ^ sÞ

s2e s
2
x

4p2
1

2p

Z p

�p
jgðlÞj2 dl

for each ðt; sÞ 2 ½0; 1�2: Since the limiting function is continuous and increasing in t
and s; the convergence is uniform. &

Proposition 6. Let h1; . . . ; h4 be bounded variation functions on ½0; 1�: Let fxtg be a

covariance stationary process satisfying Conditions 1, 2 and 4. Let fwhrx;j ; j ¼ 1; . . . ;Tg

be the discrete Fourier transform of the scalar sequence fhrðt=TÞxt; t ¼ 1; . . . ;Tg; r ¼

1; . . . ; 4: Let Ihrx;hsx;j ¼ whrx;jwhsx;j : Then

1

T

XT�1

j¼1

Ih1x;h2x;jI h3x;h4x;j ¼ opðTÞ:

Proof. We have

1

T

XT�1

j¼1

Ih1x;h2x;jI h3x;h4x;j ¼
1

T

XT�1

j¼1

f 2xx;jðaj þ bj þ cj þ djÞ; (29)

where

aj ¼
Ih1x;h2x;j

f xx;j

� 2p
Ih1x;h2x;j

s2x

 !
Ih3x;h4x;j

f xx;j

� 2p
Ih3x;h4x;j

s2x

 !
;

bj ¼
Ih1x;h2x;j

f xx;j

� 2p
Ih1x;h2x;j

s2x

 !
2p

Ih3x;h4x;j

s2x
;

cj ¼ 2p
Ih1x;h2x;j

s2x

Ih3x;h4x;j

f xx;j

� 2p
Ih3x;h4x;j

s2x

 !
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and

dj ¼
4p2

s4x
Ih1x;h2x;jIh3x;h4x;j :

The second moment of the first factor of aj is

Eju1ju2j � v1jv2jj
2 ¼ a1j þ a2j ;

where

ur;j ¼

ffiffiffiffiffiffi
2p

p

sx

whrx;j

Aj

; vr;j ¼

ffiffiffiffiffiffi
2p

p

sx
whrx;j ;

a1j ¼ cumðu1j ; u2j ; u1j ; u2jÞ � cumðu1j ; u2j ; v1j ; v2jÞ

� cumðv1j ; v2j ; u1j ; u2jÞ þ cumðv1j ; v2j ; v1j ; v2jÞ

and, denoting hrs ¼
1
T

PT
t¼1 hrðt=TÞhsðt=TÞ for r; s ¼ 1; 2;

a2j ¼ ðEu1ju2j � h12ÞðEu1ju2j � h12Þ þ ðEu1ju2j � h12Þ þ ðEu1ju2j � h12Þ þ h212

þ ðEu1ju1j � h11ÞðEu2ju2j � h22Þ þ ðEu1ju1j � h11Þ þ ðEu2ju2j � h22Þ

þ h11h22 þ Eu1ju2jEu2ju1j � ðEu1ju2j � h12ÞðEv1jv2j � h12Þ

� ðEu1ju2j � h12Þ � ðEv1jv2j � h12Þ � h212 � ðEu1jv1j � h11ÞðEu2jv2j � h22Þ

� ðEu1jv1j � h11Þ � ðEu2jv2j � h22Þ � h11h22 � Eu1jv2jEu2jv1j

� ðEv1jv2j � h12ÞðEu1ju2j � h12Þ � ðEv1jv2j � h12Þ � ðEu1ju2j � h12Þ � h212

� ðEv1ju1j � h11ÞðEv2ju2j � h22Þ � ðEv1ju1j � h11Þ � ðEv2ju2j � h22Þ

� h11h22 � Ev1ju2jEv2ju1j þ ðEv1jv2j � h12ÞðEv1jv2j � h12Þ

þ ðEv1jv2j � h12Þ þ ðEv1jv2j � h12Þ þ h212 þ ðEv1jv1j � h11ÞðEv2jv2j � h22Þ

þ ðEv1jv1j � h11Þ þ ðEv2jv2j � h22Þ þ h11h22 þ Ev1jv2jEv2jv1j :

The term a1j is equal to

k
s4x

1

ð2pÞ3
1

T2

Z p

�p

Z Z
AðlÞAðmÞ
jAðljÞj

2
� 1

 !
AðzÞAð�l� m� zÞ

jAðljÞj
2

� 1

 !

�H1ðlþ ljÞH2ðm� ljÞH1ðzþ ljÞH2ð�l� m� z� ljÞdldmdz; ð30Þ

where HrðlÞ ¼
PT

t¼1hrðt=TÞeitl; r ¼ 1; 2: Proceeding as in the proof of (4.8) in
Robinson (1995b), expression (30) can be written as a sum of components of three
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types. The first component is

k
s4x

1

ð2pÞ3
1

T2

Z p

�p

Z Z
AðlÞ
Aj

� 1

� �
AðmÞ
Aj

� 1

 !

�
AðzÞ
Aj

� 1

� �
Að�l� m� zÞ

Aj

� 1

 !

�H1ðlþ ljÞH2ðm� ljÞH1ðzþ ljÞH2ð�l� m� z� ljÞdldmdz

where Aj ¼ AðljÞ: Using the Schwarz inequality, periodicity of the integrand and the
fact that

R p
�p jHrðlÞj2 dl ¼ OðTÞ; this component can be shown to be bounded in

absolute value by

CP1;jP2;j ;

where

Pr;j ¼

Z p

�p

AðlÞ
Aj

� 1

����
����
2

Krðl� ljÞdl

and KrðlÞ ¼ ð1=2pTÞjHrðlÞj2:
A typical representative of the second type of component of (30) is

k
s4x

1

ð2pÞ3
1

T2

Z p

�p

Z Z
AðlÞ
Aj

� 1

� �
AðmÞ
Aj

� 1

 !
AðzÞ
Aj

� 1

� �

�H1ðlþ ljÞH2ðm� ljÞH1ðzþ ljÞH2ð�l� m� z� ljÞdldmdz

whose absolute value can be similarly shown to be bounded by

CP1; jP
1=2
2; j :

The last type of component is exemplified by

k
s4x

1

ð2pÞ3
1

T2

Z p

�p

Z Z
AðlÞ
Aj

� 1

� �
AðzÞ
Aj

� 1

� �

�H1ðlþ ljÞH2ðm� ljÞH1ðzþ ljÞH2ð�l� m� z� ljÞdldmdz

¼
k
s4x

1

ð2pÞ3
1

T2

Z p

�p

Z Z
AðlÞ
Aj

� 1

� �
AðzÞ
Aj

� 1

� �

�H1ðlþ ljÞH2ð�l� z� y� ljÞH1ðzþ ljÞH2ðy� ljÞdldy dz

¼
k
s4x

1

ð2pÞ2
1

T2

Z p

�p

Z
AðlÞ
Aj

� 1

� �
AðzÞ
Aj

� 1

� �

�H1ðlþ ljÞH1ðzþ ljÞH
ð2Þ
2 ð�l� z� 2ljÞdldz ð31Þ

since Z p

�p
Hrðu þ lÞHrðv � lÞdl ¼ 2pH ð2Þ

r ðu þ vÞ;



ARTICLE IN PRESS
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where H ð2Þ
r ðlÞ ¼

PT
t¼1h

2
r ðt=TÞeilt: Since

R p
�p jH

ð2Þ
r ðlÞjdl ¼ OðTÞ; the modulus of (31)

is bounded by

CT�1=2P1;j :

By Lemma 2 the term a1j is Oðj�2 þ j�3=2 þ j�1T�1=2Þ: Applying Lemma 3 gives
a2j ¼ Oð1Þ: Therefore the first factor of aj is Oð1Þ: Likewise, the second factor of aj ;
and therefore aj itself, is Oð1Þ:
Denoting hrt ¼ hrðt=TÞ; the second moment of Ih1x;h2x;j is

EjIh1e;h2e;jj
2 ¼

1

4p2T2

XT

t¼1

XT

s¼1

XT

r¼1

XT

v¼1

h1th1sh2rh2vEetesereve
iðt�sþr�vÞlj

¼
1

4p2T2
Ee4t

XT

t¼1

h21th
2
2t þ s4e

XT

t¼1

XT

s¼1
sat

h21th
2
2s

0
@

þs4e
XT

t¼1

XT

s¼1
sat

h1th1sh2th2se
iðt�sÞ2lj þ s4e

XT

t¼1

XT

s¼1
sat

h1th1sh2sh2t

1
A

¼ Oð1Þ

because the fourth moments of et are finite. In the same way, the factor Ih3x;h4x;j is
Oð1Þ: Using the Schwarz inequality, the sum aj þ bj þ cj þ dj in (29) is Oð1Þ
uniformly over integers 1pjp½T=2�: The proof of the proposition is then completed
by applying Lemma 5 part (a) with gðlÞ ¼ AðlÞ: &

Proposition 7. Under Conditions 1–5, as T ! 1;

2Re

1ffiffiffi
T

p
P½T=2�

j¼1 wx;jjwû;jjZ�j
1ffiffiffi
T

p
P½T=2�

j¼1 wzðtÞ;jjwû;jjZ�j

0
@

1
A¼)

p
1
2pO

1=2Bð1Þ

1
2pO

1=2BðtÞ

 !

over t 2 ½0; 1�:

Proof. Define Z�T�j ¼ Z�j for j ¼ ½T=2� þ 1; . . . ;T � 1: Then

2Re
1ffiffiffiffi
T

p
X½T=2�

j¼1

wzðtÞ;jjwû;jjZ�j ¼
1ffiffiffiffi
T

p
XT�1

j¼1

wzðtÞ;jjwû;jjZ�j þ rðtÞ;

where rðtÞ ¼ T�1=2wzðtÞ;T=2jwû;T=2jZ�T=2IðT evenÞ ¼ OpðT
�1=2Þ uniformly over

t 2 ½0; 1�: It is therefore sufficient to show that T�1=2PT�1
j¼1 wzðtÞ;jjwû;jj

Z�j ¼)
p
ð1=2pÞO1=2BðtÞ over t 2 ½0; 1�: We need to prove that
(a)

1ffiffiffiffi
T

p
XT�1

j¼1

gjwzðtÞ;jjwe;jjZ�j ¼)
p 1

2p
O1=2BðtÞ; (32)
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(b)

1ffiffiffiffi
T

p
XT�1

j¼1

ðgjwzðtÞ;jjwe;jjZ�j � wzðtÞ;jjwu;jjZ�j Þ ¼)
p

0 (33)

and

(c)
1ffiffiffiffi
T

p
XT�1

j¼1

ðwzðtÞ;jjwu;jjZ�j � wzðtÞ;jjwû;jjZ�j Þ ¼)
p

0 (34)

over t 2 ½0; 1� for any e40 where gðlÞ ¼ AðlÞBðlÞ and gj ¼ gðljÞ:
To prove the convergence in part (a), we need to show that finite dimensional
distributions of the process Y T ¼ T�1=2PT�1

j¼1 gjwzðtÞ;jjwe;jjZ�j converge in probability
to the finite dimensional distributions of a centered Gaussian process with
covariance function Kðt; sÞ ¼ ðt ^ sÞð1=4p2ÞO and that the process Y T is tight.
First, E�Y T ðtÞ ¼ 0 and

var� Y T ðtÞ ¼
1

T

XT�1

j¼1

jgjj
2jwzðtÞ;jj

2jwe;jj
2;

where E� and var� denotes mean and variance, respectively, taken conditionally on
data. By Proposition 5, the last expression converges in probability to

t
1

2p

s2xs
2
e

4p2

Z p

�p
jgðlÞj2 dl ¼

t
4p2

O:

Second, we need to show that the Lindeberg condition is satisfied,

XT�1

j¼1

E�jT�1=2AjBjwzðtÞ;jjwe;jjZ�j j
2IðjT�1=2AjBjwzðtÞ;jjwe;jjZ�j j

24eÞ!
p
0 (35)

for each e40:
We examine suptð1=TÞjAjBjj

2jI zz;jI ee;jj: From An et al. (1983), we have

sup
j¼1;...;½T=2�

2p
s2e

1

logT
jwe;jj

2

� �
p1 a.s.

and

sup
j¼1;...;½T=2�

2p
s2x

1

logT
jwx;jj

2

 !
p1 a.s.

Therefore

sup
j¼1;...;½T=2�

1

T
jAjBjj

2jI zz;jI ee;jjpD sup
j

1

T
jAjBjj

2log2 T a.s.

pDT2d�1log2 T a.s.;
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where d ¼ dx þ duo 1
2
: As Z�j ; given the data, are independent identically distributed

variables, the sum in (35) is bounded by

E�jZ�j j
2IðjZ�j j

24eT1�2d log�2 TÞ
2

T

X½T=2�

j¼1

jAjBjj
2I zz; jI ee; j :

The first factor converges to zero as T ! 1 since Z�j has finite moments and
1� 2d40: The second factor is Opð1Þ by Proposition 5 with gj ¼ AjBj : Therefore
the left-hand side of (35) is opð1Þ and by the Lindeberg–Feller central limit theorem
the pointwise convergence

1ffiffiffiffi
T

p
XT�1

j¼1

gjwzðtÞ;jjwe;jjZ�j !
d

N 0;
t
4p2

O
 �

in probability is proved.
Further,

cov�ðY T ðtÞ;Y T ðsÞÞ ¼
1

T

XT�1

j¼1

jgjj
2wzðtÞ;j w̄zðsÞ;jjwe;jj

2

which converges in probability to ðt ^ sÞð1=4p2ÞO by Proposition 5. The proof of
convergence of the finite dimensional distributions in part (a) is completed by using
the Cramér–Wold device.
We now prove tightness of the process Y T ðtÞ: By Theorem 13.5 of Billingsley

(1999) it is sufficient to check the moment condition

E�jY T ðrÞ � Y T ðsÞj2jY T ðtÞ � Y T ðrÞj2pð1þ opð1ÞÞðF ðtÞ � F ðsÞÞa; (36)

where a4 1
2
; sprpt; F is a nondecreasing continuous function on L and opð1Þ is

uniform over ðt;sÞ 2 L2: Denoting wj ¼ wzðtÞ;j � wzðsÞ;j ; we have

E�jY T ðtÞ � Y T ðsÞj4 ¼
1

T2

XT�1

j¼1

jgjj
4jwjj

4jwe;jj
4E�jZ�j j

4

þ
2

T2

XT�1

j¼1

XT�1

k¼1
kaj

jgjgkj
2jwjj

2jwkj
2jwe;jj

2jwe;kj
2E�jZ�j j

2jZ�kj
2

þ
1

T2

XT�1

j¼1

XT�1

k¼1
kaj

g2j g2kw2
j w̄2

kjwe;jj
2jwe;kj

2E�Z�2j Z̄�2k

p
C

T2

XT�1

j¼1

XT�1

k¼1

jgjgkj
2jwjj

2jwkj
2jwe;jj

2jwe;kj
2

¼ C
1

T

XT�1

j¼1

jgjj
2jwjj

2jwe;jj
2

 !2

:
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By Proposition 5,

C
1

T

XT�1

j¼1

jgjj
2jwjj

2jwe;jj
2

 !2

) Cðt� sÞ2
1

4p2
O

over ðt;sÞ 2 ½0; 1�2: It follows that by the Schwarz inequality the left-hand side of (36)
is bounded by D2ðt� sÞ2ð1þ opð1ÞÞ since ðt� rÞðr� sÞpðt� sÞ2: The moment
condition (36) is thus verified with F ðtÞ ¼ Dt and a ¼ 2: This establishes tightness in
probability of the process Y T and completes the proof of the uniform convergence in
part (a).
For the convergence in part (b), we have

E� 1ffiffiffiffi
T

p
XT�1

j¼1

ðAjBjwzðtÞ;jjwe;jj � wzðtÞ;jjwu;jjÞZ�j

�����
�����

p
Dffiffiffiffi
T

p
XT�1

j¼1

jAjBjj
wzðtÞ;j

Aj

� wzðtÞ;j

����
���� wu;j

Bj

� we;j

����
����

þ
Dffiffiffiffi
T

p
XT�1

j¼1

jAjBjj
wzðtÞ;j

Aj

� wzðtÞ;j

����
����jwe;jj

þ
Dffiffiffiffi
T

p
XT�1

j¼1

jAjBjjjwzðtÞ;jj
wu;j

Bj

� we;j

����
����

and proceeding as in the proof of Proposition 2 above it can be shown that the last
expression is opð1Þ uniformly over t 2 ½0; 1�:
To verify the convergence in part (c), we write the difference between errors and

residuals under the local alternative as

ut � ût ¼ ðâ� aÞ þ ðb̂� bÞxt þ d̂ẑt �
1ffiffiffiffi
T

p xtht;

where ẑt ¼ ztðt̂Þ ¼ xtIðtp½t̂T �Þ and ht ¼ hðt=TÞ: Therefore

wu;j � wû;j ¼ ðb̂� bÞwx; j þ d̂wzðt̂Þ; j �
1ffiffiffiffi
T

p whx;j ;

j ¼ 1; . . . ;T � 1; where whx;j is the discrete Fourier transform of the sequence
fhtxt; 1ptpTg: Since jjwu; jj � jwû; jjj

2pjwu; j � wû; jj
2;

E� 1ffiffiffiffi
T

p
XT�1

j¼1

wzðtÞ;jðjwu;jj � jwû;jjÞZ�j

�����
�����
2

¼
1

T

XT�1

j¼1

jwzðtÞ;jj
2kwu;jj � jwû;jk

2E�jZ�j j
2

p
1

T

XT�1

j¼1

jwzðtÞ;jj
2jwu;j � wû;jj

2
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ˇ

p3ðb̂� bÞ2
1

T

XT�1

j¼1

jwzðtÞ;jj
2jwx;jj

2

þ 3d̂
2 1

T

XT�1

j¼1

jwzðtÞ;jj
2jwzðt̂Þ;jj

2

þ
3

T2

XT�1

j¼1

jwzðtÞ;jj
2jwhx;jj

2: ð37Þ

By Theorem 2, b̂� b ¼ OpðT
�1=2Þ and d̂ ¼ OpðT

�1=2Þ: Also, by Proposition 6 with
functions h1ðxÞ ¼ h2ðxÞ ¼ Ið0pxptÞ and h3ðxÞ ¼ h4ðxÞ ¼ Ið0pxpt̂Þ;

1

T

XT�1

j¼1

jwzðtÞ;jj
2jwzðt̂Þ;jj

2 ¼ opðTÞ

uniformly over t 2 ½0; 1� and similarly for the other sums. Therefore the right-hand
side of the last displayed inequality is opð1Þ uniformly over ½0; 1�: The uniform
convergence in (34) is established by using the Markov inequality. &

Replacing jwe;jj; jwu;jj and jwû;jj in (32)–(34) by we;j ; wu;j and wû;j ; and drawing
Z�j from any complex distribution with mean zero, unit variance, finite fourth
moment and with EZ�2j ¼ 0; it can be seen that the proof remains valid with only
small modifications. In particular, expressions for var�Y T ðtÞ and cov�ðY T ðtÞ;Y T ðsÞÞ
do not change, inequalities in part (a) for suprema in the Lindeberg condition and
for E�jY T ðtÞ � Y T ðsÞj4; in part (b) for the conditional first moment and in part (c)
for the conditional second moment continue to hold with minor changes in
intermediate steps where required. This observation shows that there are several
valid modifications of the basic bootstrap procedure described in Section 3.

Proof of Theorems 1 and 2. Under the local alternative,

ffiffiffiffi
T

p b̂ðtÞ � b

d̂ðtÞ

 !

¼

1
T

PT�1
j¼1 IxxðljÞ

1
T

PT�1
j¼1 IxzðljÞ

1
T

PT�1
j¼1 IzxðljÞ

1
T

PT�1
j¼1 IzzðljÞ

0
@

1
A

�1 1ffiffiffi
T

p
PT�1

j¼1 IxuðljÞ

1ffiffiffi
T

p
PT�1

j¼1 IzuðljÞ

0
@

1
A

þ

1
T

PT�1
j¼1 IxxðljÞ

1
T

PT�1
j¼1 IxzðljÞ

1
T

PT�1
j¼1 IzxðljÞ

1
T

PT�1
j¼1 IzzðljÞ

0
@

1
A

�1 1ffiffiffi
T

p
PT�1

j¼1 wx;jwhx;j

1ffiffiffi
T

p
PT�1

j¼1 wz;jwhx;j

0
@

1
A: ð38Þ

By Proposition 4 with h1ðxÞ ¼ 1 and h2ðxÞ ¼ IðxptÞ;

1

T

XT�1

j¼1

IxzðljÞ!
p t
2p

S:
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Similarly, ð1=TÞ
PT�1

j¼1 IxxðljÞ!
p
ð1=2pÞS and 1=T

PT�1
j¼1 IzzðljÞ!

p
ðt=2pÞS; and there-

fore

1
T

PT�1
j¼1 IxxðljÞ

1
T

PT�1
j¼1 IxzðljÞ

1
T

PT�1
j¼1 IzxðljÞ

1
T

PT�1
j¼1 IzzðljÞ

 !
¼)

1 t

t t

� �
�

1

2p
S

over ½0; 1� as T ! 1: Since matrix inverse is a continuous function for t 2 L;

1
T

PT�1
j¼1 IxxðljÞ

1
T

PT�1
j¼1 IxzðljÞ

1
T

PT�1
j¼1 IzxðljÞ

1
T

PT�1
j¼1 IzzðljÞ

 !�1

¼)
1 t

t t

� ��1

� 2pS�1

over L: Under the null, that is when h � 0; the second term on the right-hand side of
(38) vanishes. By Proposition 2,

ffiffiffiffi
T

p b̂ðtÞ � b

d̂ðtÞ

 !
¼)

1

tð1� tÞ
S�1O1=2ðtBð1Þ � tBðtÞÞ

S�1O1=2ðBðtÞ � tBð1ÞÞ

 !

and Theorem 1 is proved.
Under the alternative, ha0 and by Proposition 4

1ffiffiffiffi
T

p
XT�1

j¼1

wz;jwhx;j¼)
1

2p
S
Z t

0

hðtÞdt

over ½0; 1�: Therefore the second term in (38) converges to

1

tð1� tÞ

t
R 1
t hðuÞdu

ð
R t
0

hðuÞdu � t
R 1
0

hðuÞduÞ

 !

and Theorem 2 is established. &

Proof of Theorem 3. By Theorem 1 of Robinson (1998):

4p2

T

XT�1

j¼1

IxxðljÞIuuðljÞ!
p
O: (39)

Proceeding as in part (c) of the proof of Proposition 7, write

wu;j � wû;j ¼ ðb̂� bÞwx;j þ d̂wzðt̂Þ;j �
1ffiffiffiffi
T

p whx;j :

Therefore

I ûû;j � Iuu;j ¼ jwu;j � wû;jj
2 � 2Reðwû;j � wu;jÞwu;j
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and

1

T

XT�1

j¼1

IxxðljÞðI ûû;j � Iuu;jÞ

�����
�����p 1

T

XT�1

j¼1

jwx;jj
2jwu;j � wû;jj

2

þ
1

T

XT�1

j¼1

jwx;jj
2jwu;j � wû;jkwu;jj:

The first term is opð1Þ as shown for (37) in Proposition 7, part (c). By the Schwarz
inequality, the second term is bounded by

1

T

XT�1

j¼1

jwx;jj
2jwu;j � wû;jj

2

 !1=2
1

T

XT�1

j¼1

jwx;jj
2jwu;jj

2

 !1=2

whose second factor is Opð1Þ because of (39). Therefore indeed Ô!
p
O: &

Proof of Theorem 4. Write

ffiffiffiffi
T

p b̂
�
ðtÞ � b̂

d̂
�
ðtÞ

 !
¼

1
T

PT�1
j¼1 IxxðljÞ

1
T

PT�1
j¼1 IxzðljÞ

1
T

PT�1
j¼1 IzxðljÞ

1
T

PT�1
j¼1 IzzðljÞ

0
@

1
A

�1

�2Re

1ffiffiffi
T

p
P½T=2�

j¼1 wx;jjwû;jjZ�j

1ffiffiffi
T

p
P½T=2�

j¼1 wzðtÞ;jjwû;jjZ�j

0
@

1
A:

Applying Propositions 4 and 7, it can be seen that Theorem 4 holds. &
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